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ABSTRACT In this study, a voice activity detection technique is designed using features such as short-term
energy, periodicity and spectral flatness. The desired results are obtained by using these three features, even
at low signal to noise ratio values. In addition, performance of multi-channel noise reduction algorithms
such as Wiener speech distortion weighted, spatial prediction, minimum variance distortion-less response
are compared using the proposed voice activity detection. Two different audio signals and three different
noise types are used in the experiment. Noisy speech and only detection of noisy areas have been performed
by proposed voice activity detection algorithm. The filter coefficients have been calculated for each filter
algorithm used after detection of noisy speech and only noisy areas. The calculated filter coefficients have
been multiplied by the frequency components of the signal received from the reference microphone to obtain
an enhanced signal. Segmental signal to noise ratio, an objective method, and mean opinion score as a
subjective method have been used to evaluate the performance of the filters. Speech distortion weighted
Wiener filter has been found to be the best filter for noise reduction performance.

INDEX TERMS Adaptive filter, noise reduction, speech enhancement, voice activity detection.

I. INTRODUCTION
One of the most fundamental problems affecting the quality
of speech in the communication industry is noise. There
are many studies in the literature to deal with this noise
problem. The VAD algorithm has a very important place
in speech enhancement algorithms. In speech signals; The
correct detection of loud speech and noise is very important in
order to calculate the correct filter coefficients. Voice activity
detection (VAD) is used to distinguish between the parts with
the voice and the parts with noise in speech processing. This
application is used in the first stage of speech processing
processes such as speech enhancement, speech recognition
and speech coding and it directly affects the performance of
the process. In VAD algorithms, the features such as effi-
ciency, robustness, and the simplicity of the algorithm are
directly related to the availability of the algorithm. Features
such as short-time energy (STE), periodicity, zero crossing
rate (ZCR), spectral flatness (SF), most dominant frequency
component, high-low frequency rate are some of the features
used for the detection of noisy areas and noisy speech areas.
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In the early days, single-microphone studies were con-
ducted in noise reduction methods [1], [2] and [3]. Better
results were obtained from noise reduction methods per-
formed with multiple microphones by benefiting from the
correlation between signals received in the future.

A study was conducted byMeyer and Simmer [4] to reduce
the noise inside the vehicle. First of all, the signal in the
time plane was converted to the frequency plane and the new
algorithm was produced by calculating and combining the
spectral subtraction with the low pass filter and the Wiener
filter coefficients with the high pass filter. With this new
method, better results are obtained than traditional spectral
subtraction and Wiener algorithms.

Rao et al. [5], a two-stage hybrid system was developed
in a study. In spectral gain calculations, frequency indices
are distributed non-homogeneously for ease of calculation.
In the first stage of this system, the softened decision gain
mechanism created to the Ephraim-Malah gain function was
applied. In the second stage, psychoacoustic masking thresh-
old was used for noise reduction. This proposed method
has been compared with Spectral Subtraction and Spectral
Weighting algorithms and it has been evaluated to be suitable
for use in unstable noisy environments.
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In a study by Chen et al. [6], A proposal is presented to
parse the filtered audio signal in the time domain. The filtered
audio signal is split into two unrelated components. This
new parsing method has been tested with maximum signal to
noise ratio (SNR), Wiener, minimum variance distortion-less
response (MVDR) and Trade off filters. Experimental results
and theoretical analysis It has been determined that the
maximum SNR, Wiener and Trade off filter are identified
with the MVDR filter using a scaling factor, but since this
scaling parameter will cause distortion in the speech signal,
the MVDR filter is recommended in speech enhancement
applications.

The STE feature alone does not give the desired results,
especially at low SNR values, therefore, an algorithm has
been developed that yields better results at low signal to
noise ratio (SNR) values by using SF and most dominant
frequency components in the frequency domain, in addition
to STE [7]. An efficient VAD algorithm has been proposed
by K. Sakhnov et al. In this study has been used short-term
features like periodicity, and high-low frequency rate of the
voice [8].

The STE feature, as well as the periodicity, and the
high-low frequency rate, have been used in another algo-
rithm, which is new and easy to implement, developed by K.
Sakhnov and E. Verteletskaya [9]. Using an algorithm similar
to [9], a new VAD algorithm has been presented by using
STE, most dominant frequency component, SF feature, and
a different feature called peak-valley difference [10].

According to [11] an energy based VAD has been
developed for in-ear listening devices such as earphones or
headphones. This system allows consumers to hear external
speech signals such as public announcements while listening
to music without their listening devices.

In [12], a new voice activity detection method has been
proposed based on the total spectrum energy. Because of
the speech frequencies are in the lower frequency in the fre-
quency spectrum, the noise energy from the higher frequency
band is subtracted from the noisy speech spectrum in the
lower frequency band and speech regions in the frequency
spectrum is detected. In another study, using VAD concepts
in the time domain and the frequency domain, the linear
energy-based detector and the fuzzy logic and artificial neural
network-based VAD performances have been compared [13].

In a study by Zaw and War [14], a combined parameter of
D has been calculated for each frame of the audio signal by
using STE, ZCR, spectral entropy, and the linear prediction
error and the presence of speech has been determined by
whether or not each audio frame is above the threshold level
specified as D/Dmax .
In another study, a newmulti-channel speech enhancement

algorithm has been proposed for use in hearing aids. In this
algorithm, all noise components are considered as a matrix
structure. In multiple speech signals, each speech signal is
distorted by a noise signal. With the Wiener matrix structure,
a filter coefficient is derived for each speech signal by evalu-
ating the noise components entered into the matrix. With this

system, better efficiency is obtained from both single-channel
and multi-channel Wiener filter applications [15] and [16].

In the study by Itzhak et al. [17] present a modified opti-
mization criterion according to which the proposed filters
may be derived, and compare their performances to con-
ventional multichannel noise reduction filters. They show
that the new approach is preferable, in particular when the
input signal-to-noise ratio (SNR) is low or the number of
sensors is small. In the study by Li et al. [18] propose a
deep neural network - based generalized sidelobe canceller
structure, which utilizes the traditional super-directive beam-
forming knowledge and the blocking technique to simul-
taneously perform localization and denoising. In the study
by Wu et al. [19] introduce an end-to-end modeling ver-
sion of unmixing, fixed-beamformer and extraction (UFE).
To enable gradient propagation all the way, an attentional
selection module is proposed, where an attentional weight
is learnt for each beamformer and spatial feature sampled
over space. In the study by Yang et al. [20], they propose a
new framework for dereverberation by expressing the mul-
tichannel linear prediction filter as a Kronecker product of
a temporal (interframe) filter and a spatial filter, and the
lengths of the two filters correspond, respectively, to the
order of the prediction filter and the number of micro-
phones. In another study proposes a technique for improving
statistical-model-based VAD in noisy environments to be
applied in an auditory hearing aid. The proposed method is
implemented for a uniform polyphase discrete Fourier trans-
form filter bank satisfying an auditory device time latency
of 8 ms. The proposed VAD technique provides an online
unified framework to overcome the frequent false rejection
of the statistical-model-based likelihood-ratio test (LRT) in
noisy environments. This method is based on the observa-
tion that the sparseness of speech and background noise
cause high false-rejection error rates in statistical LRT-based
VAD—the false rejection rate increases as the sparseness
increases [21].

In the study byMahmmod et al. [22], Speech Enhancement
Algorithms (SEAs) have been developed to deal with noisy
signals, restore clean speech signals, improve speech quality
and intelligibility, solve the noise pollution problem, and
reduce listener fatigue.

In the study by Liang [23], A deep-learning method com-
bining the attention mechanism for single-channel speech
enhancement (SE) is proposed. Based on the traditional
LSTM model, an attention-gate-based LSTM (Atten-LSTM)
is proposed. In addition, the algorithm divides the speech
band according to the bark scale; thus, the algorithm can
simulate human auditory characteristics and improve speech
quality. These bands gains, rather than the entire band gain,
are used as training targets, thereby reducing the computa-
tional complexity. The performance comparison of different
algorithms shows that the robustness and SE performance of
the proposed algorithm are improved, thereby proving that the
proposed attention model shows superior performance in SE.
While maintaining low complexity, this method effectively
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suppresses noise, obviously improves speech quality and is
well generalizable to nonmatching samples.

In this study, an easy-to-implement VAD algorithm has
been developed by using the features of STE, periodicity
and SF to distinguish noisy speech and only areas with
noise in a noisy environment. With proposed algorithm,
noisy speech signals have been enhanced by using noise
reduction methods. Section II provides basic information
about microphone signals and the short-time features. Noise
reduction algorithms used have been explained in section III.
Section IV provides information about proposed method.
In section V, the performances of the noise reduction filters
and proposed algorithm has been evaluated.

II. SIGNAL MODEL AND SHORT-TIME FEATURES
This section provides information about microphone signals
and short-time features used in the proposed algorithm.

A. SIGNAL MODEL
We consider a microphone array consisting of 3microphones.
The ith microphone signal Yi(k, l) can be specified in the
frequency domain as;

Yi(k, l) = Xi(k, l)+ Vi(k, l) (1)

where Xi(k, l) is the speech component of the signal, Vi(k, l)
is the noise component of the signal, k is frequency index, l is
frame index, i is the number of microphones. Audio signal
vectors used in the same number of microphones have been
collected in the same matrix.

Y(k, l) = [Y1(k, l) Y2(k, l) Y3(k, l)]T (2)

where superscript T denotes transposition of the matrix.
Autocorrelation matrices are as follows;

Ry(k, l) = ε{Y(k, l)YH (k, l)} (3)

Rx(k, l) = ε{X(k, l)XH (k, l)} (4)

Rv(k, l) = ε{V(k, l)VH (k, l)} (5)

where H denotes Hermitian transpose, Ry(k, l) denotes
autocorrelationmatrix of noisy speech,Rx(k, l) denotes auto-
correlation matrix of clean speech signal, Rv(k, l) denotes
autocorrelation matrix of noise and ε{.} represents the expec-
tation operator. Assuming that speech and noise autocor-
relation matrices are unrelated, Rx(k, l) can be calculated
from Ry(k, l) = Rx(k, l) + Rv(k, l). After calculating the
autocorrelation matrices, the filter coefficients can be cal-
culated. The signal received from the reference microphone
is multiplied by the filter coefficients and the output signal
Z(k, l) is obtained.

Z(k, l) =WH (k, l)Y(k, l) (6)

where Z (k, l) is the complete output from the multi-channel
Wiener filter based noise reduction which may contain some
residual noise depending on the estimated filter WH (k, l).

B. SHORT-TIME FEATURES
Operations on speech signals are performed at very small
intervals. In this study has been used three different
short-term features for each frame of voice in the proposed
algorithm.

1) SHORT-TIME ENERGY
The amplitude of speaking varies in speech signals depending
on time. The STE value is higher in the parts including speech
than those without a speech. Thus, it gives us important clues
about the parts including speech. The equation of STE is as
follows;

E(n) =
N∑
i=1

X2
n (i) (7)

where N denotes the length of the audio frame, X (i) denotes
the original speech signal, and E(n) denotes the energy of the
audio frame. As can be seen, the energy of an audio frame can
be calculated by summing the squares of each audio sample.
Fig. 1 shows a clean speech signal and the STE of this speech
signal.

FIGURE 1. (a) spman.wav speech signal (b) its STE.

The linear energy based detector (LED), a traditional
method, is a VAD algorithm that determines whether a frame
of the audio signal is noisy speech or only noise. It is based
on a comparing each frame to a certain STE threshold level.

If (Ej > K × Er), Frame is voice

Else, Frame is noise (8)
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where K denotes scale factor (K > 1), Ej denotes the
energy level of the frame and Er denotes the energy level
of the noisy frame, K × Er is the threshold value used to
determine whether the frame is noisy speech or only noise.
The noise threshold value is updated differently in various
LED algorithms [24]. The updating equation for the noisy
frame is shown in (9).

Ernew = (1− p)× Erold + p× Enoise (9)

where Ernew denotes the updated energy threshold level, and
Erold denotes the old energy threshold level, Enoise denotes
the energy of the current frame with noise. The P parameter
is a constant selected between 0 and 1.

2) PERIODICITY
Periodicity is an important feature to detect parts with voice
in the audio signals such as speech andmusic. The periodicity
of the signal can be determined by pitch estimation (the
shortest repeatable interval). The normalized auto-correlation
function R(τ ) can be calculated by using (10).

R(τ ) =

∑N−m−1
n=1 X (n)X (n+ τ )√∑N−m−1

n=1 X2(n+ τ )
(10)

C = max(R(τ )) (11)

where τ denotes the lag value. In (10), X (n);
(n = 0, 1, . . . ,N ) denotes the length of the input signal’s
frame. The autocorrelation function is calculated by using the
values of τ between Tmin and Tmax . In the proposed algorithm,
we select Tmin = 16 samples and Tmax = 64 samples,
respectively. The maximum R(τ ) value, C, for each audio
frame gives the periodicity of that audio frame. When C = 1
the signal can be said to be completely periodic, and when
C = 0 the signal can be said to be a random signal. Fig. 2
shows a clean speech signal and the periodicity of this speech
signal.

3) SPECTRAL FLATNESS
SF is a feature used in the frequency domain. SF values tend
to approach zero in the parts which include just noise. It tends
to go to−∞ (minus infinity) in the parts with the speech. SF
can be calculated in dB by using (12).

SFdB = 10log10(Gm/Am) (12)

whereGm denotes geometric mean andAm denotes arithmetic
mean. In order to calculate SF, the audio signal is separated
into the frames and each frame is undergone Fast Fourier
Transform (FFT) separately, then the arithmetic mean and
geometric mean values for each frame are calculated. Fig. 3
shows a clean speech signal and the SF of this speech signal.

III. NOISE REDUCTION METHODS
In this section, basic information about four different adaptive
filters which were used in the study, has been given.

FIGURE 2. (a) spman.wav speech signal (b) its periodicity.

FIGURE 3. (a) spman.wav speech signal (b) its SF.

A. MULTI-CHANNEL WIENER FILTER
By minimizing the minimum mean square error (MMSE) in
the Wiener filter, the error in the filter output has been kept
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as minimum [25].

WMMSE (k, l)

= argmin
W (k,l)

ε{|X1(k, l)−WH (k, l)Y(k, l)|2} (13)

In (13), the basic formula for the calculation of Wiener
filter coefficients have been given. X1(k, l) represents the
desired clean speech, and one of the microphones (usually the
first microphone) is considered as a reference and this clean
speech is received from that microphone. In (13), desired
filter coefficients can be obtained to minimize noise by taking
the derivative according to W (k, l).

∂JMMSE (W(k, l))
∂(W(k, l))

= −2ε{Y(k, l)X1H (k, l)}

+ 2ε{Y(k, l)YH (k, l)W(k, l)} (14)

Assuming that speech and noise signals are uncorrelated;

ε{V(k, l)X1(k, l)} = 0 (15)

By dissolving (14), the formula Multi-channel Wiener fil-
ter (MWF) has been obtained as in (16).

WMMSE (k, l) = [Rx(k, l)+ Rv(k, l)]−1Rx(k, l)e1 (16)

where e1 represent the first column of the unit matrix as long
as the number of microphones (e1 = [1 0 . . . 0]T ).

B. SPEECH DISTORTION WEIGHTED WIENER FILTER
Derived from the classic multi-channel Wiener filter, in this
filter µ parameter provides a relation between speech
distortion and noise reduction [26]. Speech distortion
weighted (SDW) multi-channel Wiener filter coefficients are
calculated as follows:

WMWFµ(k, l) = [Rx(k, l)+ µRv(k, l)]−1Rx(k, l)e1 (17)

As it is clear in (17) when it is µ = 1 the formula of the
classical Wiener filter is obtained. When it is µ > 1, noise
component in the filtered signal further reduced, but causes
more speech distortion.

C. SPATIAL PREDICTION FILTER
In this approach, the noisy speech signal received from the
first microphone is considered as a reference signal and a
vector is created which shows its relationship with the other
microphone signals [27].

X =


H1,ref
H2,ref
...

HN ,ref

Xref = HXref (18)

In this way, the SP filter is designed by creating a spatial
prediction vector of speech components. In (18), the spatial
prediction vector H can be found in the Wiener sense by
minimizing as shown in (19).

m
H
in ε{(X−HXref )H (X−HXref )} (19)

The spatial vector H is found as shown in (20).

H(k, l) =
1

uHRx(k, l)u
Rx(k, l)u (20)

Which means one column of the speech correlation matrix
is selected and divided by the first element of the speech cor-
relation matrix. u is a vector of lengthN with the first element
equal to one the other elements are zero (u = [1 0 . . . 0]T ).
By using (18), speech error Ex can be written as follows;

Ex = (W− u)HX = (WHH− 1)Xref (21)

So that Ex = 0 if WHH = 1, According to this optimiza-
tion problem; filter coefficients are calculated as follows;

WSP(k, l) =
1

HHR−1v (k, l)H(k, l)
R−1v (k, l)H(k, l) (22)

D. MINIMUM VARIANCE DISTORTION-LESS RESPONSE
FILTER
In this approach based on Beam-forming technique proposed
by Capon [28], to calculate the filter coefficients, a steering
vector of the target speech signal has been generated and the
filter coefficients have been calculated with the steering vec-
tor changing at each time interval. While trying to minimize
the error in the output of theminimumvariance distortion-less
response (MVDR) filter, it is requested not to disturb the
target speech signal. The optimization formula for this filter
is as follows;

min
W (k,l)

WH (k, l)Rx(k, l)W(k, l), eH (k, l)W(k, l) = 1

(23)

where eH (k, l) is steering vector. Based on the principle that
the product of the filter coefficient vector and the steering
vector elements are equal to one, it is tried to calculate the
filter coefficient vector from the known steering vector. The
closest solution to (23) is given by Capon [26].

WMVDR(k, l) =
1

eHR−1x (k, l)e(k, l)
R−1x (k, l)e(k, l) (24)

IV. PROPOSED ALGORITHM
In the proposed algorithm, three properties such as STE,
Periodicity and SF are used to detect areas with noisy speech
and noisy. The threshold value of the Periodicity has been
set to 0.5. STE and SF threshold values have been calculated
using noisy areas in noisy speech. Firstly, the audio signal
has been divided into frames with 128 samples. The average
of the STE values of the first 20 only noisy frames has
been considered as the initial threshold level of the energy
of the noise (STEthreshold ). The three properties described
above have been calculated for each frame. If one or more
of these three features is above the specified threshold level,
the presence of the speech has been assumed, whereas it has
been assumed that there is no speech if none of these features
is above the threshold level. In this study, three diffrerent
types of noise have been added on different speech sam-
ples, and the proposed algorithm was examined and similar
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Algorithm 1 The Script Cycle of the Proposed Algorithm
1. The size of the audio frame has been considered to
be 128 sample.
2. The threshold values for the used features have been
determined externally.
• K constant for STE (K > 1)
• Periodicity threshold value
• SFth value

3. for i=1 to the number of frames
3.1 Compute STE(i)
3.2 Compute Periodicity(i)
3.3 Apply FFT for each frame.
3.3.1 Compute SF value for each frame.

3.4 After determining threshold values for STE,
Periodicity and SF, the average of the energy of the
first 20 frames has been considered as the threshold
value of the noise, and the average of the SF values
has been considered as the mean SF value of the noise,
and then STEnoise and SFnoise values are computed.

3.4.1 SFnoise = SF(1, 1 : 20)/20
3.4.2 STEnoise = STE(1, 1 : 20)/20

3.5 Counter=0
• If STE(i) >= K × STEnoise ;

counter=counter+1
• If SF(i)− SFnoise <= SFth ;

counter=counter+1
• If Periodicity(i) >= 0.5 Then ;

counter=counter+1
3.6 If counter>=1 ; The audio frame is a speech

with noise;
If counter=0 ; Audio frame is noise;

3.7 If the audio frame is noise, the threshold value
of STE is updated using the following equation.
STEth−new = (1− p)× STEth−old + p× STEnoise
4. If there are less than 10 consecutive frames of
silence, it is updated with 1.
5. 5. If there are less than 5 consecutive frames of
speech, it is updated as 0.

results were obtained. Pre-defined noises are added to a few
speech examples and the results are shown in this article.
The script cycle of the proposed algorithm has been given in
Algorithm 1.

V. EXPERIMENTAL RESULTS
In this study; Computer with Intel Core i5-5200U CPU
2.2 GHz processor, 8 GB RAM memory and 64 bit Win-
dows 10 operating system,MATLABR2016a program, audio
cable, speaker cable, three microphones, three microphone
stands, speaker stand, speaker, audio card and Adobe Audi-
tion audio editing program were used. The audio files used
in the study are the sounds of a female and a male speaker
recorded in the studio. The noise files used have been taken
from the AURORA database [29]. Speech and noise audio

FIGURE 4. Recording environment.

files have been sampledwith a sampling frequency of 16 kHz.
The speech signals used has been recorded at 0 ◦ angle to
the three microphones and at a distance of one meter. Noise
signals has been recorded at 45 ◦. The recording environment
created using these equipment is shown in the Fig. 4.

In this section, experimental results of proposed algorithm
have been obtained. Using the proposed algorithm, the perfor-
mances of four different noise reduction algorithms have been
evaluated. Noise and clean speech signals have been mixed
according to segmental SNR principle. Fig. 5 and Fig. 6 show
the results of the VAD algorithm for noisy man speech and
noisy woman speech.

Speech examples used are as follows:
sp09.wav: ‘‘Hurdle the pit with the aid of a long pole.’’
sp11.wav: ‘‘He wrote down a long list of items.’’
spwoman.wav: ‘‘For things to do, I have to go home early.’’

(in Turkish)
spman.wav: ‘‘I will go to Ankara at 14:00 tomorrow.’’

(in Turkish)
According to Fig. 5 and Fig. 6, it has been observed that

the detection of speech areas in 10 dB noisy speech is better
than 5 dB noisy speech. As can be understood from this, only
when the energy level of noisy areas is high, it negatively
affects the results. Table 1, Table 2, Table 3 and Table 4 show
the results of the assessments for spwoman.wav, spman.wav,
sp09.wav and sp11.wav signals by using HR1 (Speech Hit
Rate), HR0 (Silence Hit Rate) and the average of these two
which are widely used to measures the efficiency of the VAD
algorithms.

According to all tables, the detection of speech and noisy
speech areas in white noisy speech is better than airport
speech and car noisy speech. The variability of the noise level
in airport and car noisy speechs have been affected the results.
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FIGURE 5. (a) Waveform results of 5 dB White noisy man speech (b) VAD
result of proposed algorithm.

FIGURE 6. (a) Waveform results of 10 dB car noisy woman speech (b) VAD
result of proposed algorithm.

In practice, the length of the frames has been taken as
128 samples (8 ms). 50% Overlapping method has been
applied. The Hanning windowing method has been used.
Noisy speech and only noisy areas have been calculated by
proposed VAD algorithm. Correlation matrices have been
calculated after the VAD algorithm determined whether the
frames are noise or noisy speech. Elements of the first frame
of the Rv autocorrelation matrix have been calculated using
100 frames with noise and elements of the first frame of

TABLE 1. Experimental results of noisy woman speech.

TABLE 2. Experimental results of noisy man speech.

TABLE 3. Experimental results of sp09.wav speech.

TABLE 4. Experimental results of sp11.wav speech.

the Ry autocorrelation matrix have been calculated using the
70 frames with noisy speech.

H0(k, l) : {
Rv(k, l+1)=αnRv(k, l)+ (1−αn)Y(k, l)YH (k, l)
Rv(k, l+1)=Ry(k, l + 1) = Ry(k, l)

(25)
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FIGURE 7. (a) Waveform of 0 dB car noisy man speech. (b) enhanced
speech by wiener filter algorithm. (c) enhanced speech by SDW (µ = 3)
filter algorithm. (d) enhanced speech by SDW (µ = 5) algorithm.
(e) enhanced speech by MVDR filter algorithm. (f) enhanced speech by SP
filter algorithm.

H1(k, l) : {
Ry(k, l + 1)=αyRy(k, l)+(1−αy)Y(k, l)YH (k, l)

Rv(k, l + 1)=Rv(k, l + 1) = Rv(k, l)
(26)

where H1(k, l) indicates the VAD result is 1; H0(k, l) indi-
cates that it is 0. αn and αn are forgetting factors of noise

FIGURE 8. (a) Waveform of 10 dB white noisy woman speech.
(b) enhanced speech by wiener filter algorithm. (c) enhanced speech by
SDW (µ = 3) filter algorithm. (d) enhanced speech by SDW (µ = 5)
algorithm. (e) enhanced speech by MVDR filter algorithm. (f) enhanced
speech by SP filter algorithm.

and noisy speech matrices and in this application they have
been taken as αn = αy = 0, 99. Using H0(k, l) and H1(k, l),
Ry and Rv autocorrelation matrices have been calculated for
each frame along the noisy speech signal according to (25)
and (26). Finally, the estimated autocorrelation matrix of the
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TABLE 5. Segmental SNR results of noisy woman speech (dB).

TABLE 6. Segmental SNR results of noisy man speech (dB).

clean speech signal has been calculated as shown in (27).

Rx(k, l) = Ry(k, l)− Rv(k, l) (27)

In order to evaluate the results obtained, Mean Opinion
Score (MOS) and Segmental SNR have been used [30]. Seg-
mental SNR is calculated by using (28).

SNRseg =
1
L

L−1∑
l=0

10 log10

×

( ∑M
k=1 X (lM + k)

2∑M
k=1 [Y (lM + k)− X (lM + k)]

2

)
(28)

where M is the number of samples in a frame, L is number
of frames, Y is noisy speech signal, X is the clean speech
signal. Noisy speech signals as 0 dB, 5 dB and 10 dB have
been applied to all algorithms and the results have been shown
in Table 3 and Table 4. In SDW algorithm µ constant, µ = 3
and µ = 5 has been used in two different values. Thus, five
different results have been obtained for each noisy speech
signal.

According to Table 5 and Table 6, the best results have
been obtained SDW (µ = 5) algorithm. For MVDR filter,
noise reduction performance is less than other algorithms.
In Fig. 7 and Fig. 8, noisy speech signals and enhanced
speech signals for each algorithm have been shown. In order
to MOS, the noisy speech files applied to the algorithms and
the enhanced speech files have been played to nine people
working professionally in the field of sound at Turkish Radio
Television (TRT). In the MOS evaluation, the listeners have
been rated the spwoman.wav higher in all algorithms, and
they have been given the highest score to the SDW algorithm

TABLE 7. MOS results.

compared to other algorithms. The averages of MOS results
obtained from these nine people have been shown in Table 7.

VI. CONCLUSION
In this study, an easy-to-implement and efficient VAD algo-
rithm has been developed. Three basic short-time features
(STE, Periodicity, and SF) have been used in the algorithm.
The files generated by adding noises of various type and SNR
values to the male and female voices have been tested using
the proposed algorithm with MATLAB software. Accord-
ing to the experimental results, the best results have been
obtained with white noise and quite good results have been
provided in detection of the frames with speech but some
parts of the algorithm need to be improved for detecting the
noisy frames. This flaw can be solved by using some other
features which are more robust to this condition. Using the
proposed VAD algorithm, performance of some noise reduc-
tion algorithms in frequency domain is compared. Segmental
SNR and MOS have been used as performance evaluation
criteria. According to the results of the noise reduction algo-
rithms, the best results have been obtained with the SDW
Wiener filter algorithm.

In speech enhancement algorithms; the type of noise added
to the sound signals and the gender of the people to whom
the sound signals belong are factors that affect the results.
The closer the frequency characteristic of noise and speech,
the lower the performance of the algorithm, however; if the
frequency characteristics of the noise and speech signals is
different, the algorithm results give better results. For this
reason, the best results were obtained in speech samples with
added white noise in all algorithms. As the upper frequencies
of airport noise and female voices are higher, there are less
improvements in female speech samples in all algorithms.
However, when the same noise was added to male speech
samples, better results were obtained in speech enhancement
algorithms.

As a result, it was shown that the VAD algorithm pro-
posed in this study can be used in adaptive filter applica-
tions. According to the results; although Wiener and SDW
algorithms give better results than SP and MVDR algorithms
for noise reduction; SP and MVDR algorithms provide better
results in terms of preserving speech quality. In this con-
text, SP and MVDR algorithms can be given priority in
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applications where speech quality is more important, and
SDW algorithm can be used in applications where noise
reduction is prioritized.

The future research idea is to study further improvement
methods from two aspects of features and models by analyz-
ing the differences between speech and noise.
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