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Positive Toeplitz Operators from

a Harmonic Bergman-Besov Space

into Another

Ömer Faruk Doğan

Abstract. We define positive Toeplitz operators between harmonic
Bergman-Besov spaces bpα on the unit ball of R

n for the full ranges
of parameters 0 < p < ∞, α ∈ R. We give characterizations of bounded
and compact Toeplitz operators taking one harmonic Bergman-Besov
space into another in terms of Carleson and vanishing Carleson mea-
sures. We also give characterizations for a positive Toeplitz operator on
b2α to be a Schatten class operator Sp in terms of averaging functions
and Berezin transforms for 1 ≤ p < ∞, α ∈ R. Our results extend those
known for harmonic weighted Bergman spaces.
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1. Introduction

Let n ≥ 2 be an integer and B = Bn be the open unit ball in R
n. Let ν be

the Lebesgue volume measure on B normalized so that ν(B) = 1. For α ∈ R,
we define the weighted volume measures να on B by

dνα(x) =
1

Vα
(1− |x|2)αdν(x).

These measures are finite when α > −1 and in this case we choose Vα so that
να(B) = 1. Naturally V0 = 1. For α ≤ −1, we set Vα = 1. We denote the
Lebesgue classes with respect to να by Lp

α, 0 < p < ∞, and the corresponding
norms by ‖ · ‖Lp

α
.

Let h(B) be the space of all complex-valued harmonic functions on B

with the topology of uniform convergence on compact subsets. The space
of bounded harmonic functions on B is denoted by h∞. For 0 < p < ∞

http://arxiv.org/abs/2202.12771v3


2 Ömer Faruk Doğan

and α > −1, the harmonic weighted Bergman space bpα is defined by bpα =
Lp
α ∩h(B) endowed with the norm ‖ · ‖Lp

α
. The subfamily b2α is a reproducing

kernel Hilbert space with respect to the inner product [f, g]b2α =
∫
B
fg dνα(x)

and with the reproducing kernel Rα(x, y) such that f(x) = [f,Rα(x, ·)]b2α
for every f ∈ b2α and x ∈ B. It is well-known that Rα is real-valued and
Rα(x, y) = Rα(y, x). The homogeneous expansion of Rα(x, y) is given in the
α > −1 part of the formulas (1.2) and (1.3) below (see [11], [14]).

The theory of Toeplitz operators on harmonic Bergman spaces on the
unit ball is a well established subject. Harmonic weighted Bergman space b2α
with α > −1 is naturally imbedded in L2

α by the inclusion i. For α > −1, the
orthogonal projection Qα : L2

α → b2α is given by the integral operator

Qαf(x) =
1

Vα

∫

B

Rα(x, y)f(y)(1− |y|2)αdν(y) (f ∈ L2
α). (1.1)

This integral operator plays a major role in the theory of weighted harmonic
Bergman spaces and the question when the Bergman projection Qα : Lp

β →

bpβ is bounded is studied in many sources such as ([15, Theorem 3.1], [27,

Theorem 2.5], [28, Theorem 3.1]). Then one defines the Toeplitz operator

αTφ : bpα → bpα with symbol φ by αTφ = QαMφi, where Mφ is the operator
of multiplication by φ. Let µ be a finite complex Borel measure on B. The
Toeplitz operator αTµ with symbol µ is defined by

αTµf(x) =

∫

B

Rα(x, y)f(y)dµ(y)

for f ∈ h∞. The operator αTµ is more general and reduces to αTφ when
dµ = φdνα. Especially, positive symbols of bounded and compact Toeplitz
operators are completely characterized in term of Carleson measures as in
[22],[23] on the ball and in [5] on smoothly bounded domains; these results are
all concerned with Toeplitz operators from a harmonic Bergman space into
itself. Toeplitz operators from a harmonic Bergman space into another are
considered and positive symbols of bounded and compact Toeplitz operators
are characterized in [6] on smoothly bounded domains and in [4] on the half
space.

The weighted harmonic Bergman spaces bpα initially defined for α > −1
can be extended to the whole range α ∈ R. These are studied in detail in [14].
We call the extended family bpα (α ∈ R) harmonic Bergman-Besov spaces and
the corresponding reproducing kernels Rα(x, y) (α ∈ R) harmonic Bergman-
Besov kernels. The homogeneous expansion of Rα(x, y) can be expressed in
terms of zonal harmonics

Rα(x, y) =

∞∑

k=0

γk(α)Zk(x, y) (α ∈ R, x, y ∈ B), (1.2)

where (see [13, Theorem 3.7], [14, Theorem 1.3])



Positive Toeplitz Operators 3

γk(α) :=





(1 + n/2 + α)k
(n/2)k

, if α > −(1 + n/2);

(k!)2

(1− (n/2 + α))k(n/2)k
, if α ≤ −(1 + n/2),

(1.3)

and (a)b is the Pochhammer symbol. For definition and details about Zk(x, y),
see [2, Chapter 5].

The spaces bpα can be defined by using the radial differential operators
Dt

s (s, t ∈ R) introduced in [13] and [14]. These operators are defined in
terms of reproducing kernels of harmonic Besov spaces and are specific to
these spaces, but still mapping h(B) onto itself. The properties of Dt

s will
be reviewed in Section 2. Consider the linear transformation Its defined for
f ∈ h(B) by

Itsf(x) := (1 − |x|2)tDt
sf(x).

Definition 1.1. For 0 < p < ∞ and α ∈ R, we define the harmonic Bergman-
Besov space bpα to consist of all f ∈ h(B) for which Itsf belongs to Lp

α for
some s, t satisfying (see [14] when 1 ≤ p < ∞, and [8] when 0 < p < 1)

α+ pt > −1. (1.4)

The quantity

‖f‖p
bpα

= ‖Itsf‖
p
Lp

α
=

1

Vα

∫

B

|Dt
sf(x)|

p(1 − |x|2)α+ptdν(x) < ∞

defines a norm (quasinorm when 0 < p < 1) on bpα for any such s, t.

It is well-known that the above definition is independent of s, t under
(1.4), and the norms (quasinorms when 0 < p < 1) on a given space are all
equivalent. Thus for a given pair s, t, Its isometrically imbeds bpα into Lp

α if
and only if (1.4) holds.

Strictly speaking, the norm (quasinorm when 0 < p < 1) depends on s
and t but this is not mentioned as it is known that every choice of the pair
(s, t) leads to an equivalent norm. Harmonic Bergman-Besov projections Qs

that map Lebesgue classes boundedly onto Bergman-Besov spaces bpα can be
precisely identified as in the case of harmonic weighted Bergman spaces by

α+ 1 < p(s+ 1). (1.5)

Then Its is a right inverse to Qs. This is all done in [14].
Now let α ∈ R, s and t satisfing (1.5) and (1.4), and a measurable

function φ on B be given. Harmonic Bergman-Besov projections Qs forces
us to define Toeplitz operators on all bpα as follows. We define the Toeplitz
operator s,tTφ : bpα → bpα with symbol φ by s,tTφ = QsMφI

t
s. Explicitly,

s,tTφf(x) =

∫

B

Rs(x, y)φ(y)I
t
sf(y)dνs(y) (f ∈ bpα).
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We see that s,tTφ makes sense if φ ∈ L1
s+t and f is a harmonic polynomial.

Hence s,tTφ is a densely defined on bpα for such φ, because harmonic polyno-
mials are dense in each bpα. When α > −1 and p > 1, one can choose t = 0 and
a value of s satisfying (1.5) is s = α. Then I0α is inclusion, and s,tTφ reduces
to the classical Toeplitz operator αTφ = QαMφi on the harmonic weighted
Bergman spaces bpα. We use the term classical to mean a Toeplitz operator
with i = I0α. The value s = α does not work when α ≤ −1. It is possible to
take s 6= α also when α > −1. So we have more general Toeplitz operators
defined via Its strictly on harmonic Bergman spaces too. It turns out that the
properties of Toeplitz operators studied in this paper are independent of s, t
under (1.5) and (1.4).

Having obtained the integral form for s,tTφ, we can now define Toeplitz
operators on bpα with symbol µ. Let α, and s and t satisfing (1.5) and (1.4)
be given. We define

s,tTµf(x) =
Vα

Vs

∫

B

Rs(x, y)I
t
sf(y)(1− |y|2)s−αdµ(y) (f ∈ bpα).

The operator s,tTµ is more general and reduces to s,tTφ when dµ = φdνα. It
makes sense when

dκ(y) = (1 − |y|2)s+t−αdµ(y)

is finite and f is a harmonic polynomial. Like s,tTφ, s,tTµ is densely defined
on bpα for finite κ. Note that µ need not be finite in conformity with that α
is unrestricted.

In this paper, we consider the Toeplitz operator s,tTµ with positive sym-
bol and characterize those that are bounded and compact from a harmonic
Bergman-Besov space bp1

α1
into another bp2

α2
for 0 < p1, p2 < ∞ and α1, α2 ∈ R.

Our main tools are Carleson measures and Berezin transforms. Let µ be a
positive Borel measure µ on B. For λ > 0 and α > −1, we say that µ is
a (λ, α)-Bergman-Carleson measure if for any two positive numbers p and q
with q/p = λ, the inclusion i : bpα → Lq(µ) is bounded, that is, if

(∫

B

|f(x)|q dµ(x)

)1/q

. ‖f‖bpα , (f ∈ bpα).

We can now state our main result.

Theorem 1.2. Let 0 < p1, p2 < ∞ and α1, α2 ∈ R. Suppose that α1 + p1t >
−1, α2 + p2t > −1 and

n+ s+ 1 > nmax

(
1,

1

pi

)
+

1 + αi

pi
, i = 1, 2. (1.6)

Let

ζ = 1 +
1

p1
−

1

p2
, γ =

1

ζ

(
s+ t+

α1

p1
−

α2

p2

)
.

Let µ be a positive Borel measure on B and dκ(y) = (1 − |x|2)s+t−α1dµ(y).
Then the following statements are equivalent:

(i) s,tTµ is bounded from bp1
α1

to bp2
α2
.
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(ii) κ is a (ζ, γ)-Bergman-Carleson measure.

Remark 1.3. In Theorem 1.2, the condition

n+ s+ 1 > nmax

(
1,

1

p1

)
+

1+ α1

p1
(1.7)

is used to prove that (i) implies (ii), whereas the condition

n+ s+ 1 > nmax

(
1,

1

p2

)
+

1+ α2

p2
(1.8)

is needed to prove that (ii) implies (i). Moreover, when p1 ≥ 1, condition
(1.7) reduces to α1 +1 < p1(s+1), which is equivalent to the fact that Qs is
bounded from Lp1

α1
onto bp1

α1
. In a similar way when p2 ≥ 1, condition (1.8) is

equivalent to the fact that Qs is bounded from Lp2
α2

onto bp2
α2
.

In order to characterize compact positive Toeplitz operators s,tTµ from
harmonic Bergman-Besov spaces bp1

α1
into another bp2

α2
for all 0 < p1, p2 <

∞ and α1, α2 ∈ R, we introduce the notion of vanishing (λ, α)-Bergman-
Carleson measures. We say that µ ≥ 0 is a vanishing (λ, α)-Bergman-Carleson
measure if for any two 0 < p, q < ∞ satisfying q/p = λ and any sequence {fk}
in bpα with fk → 0 uniformly on each compact subset of B and ‖fk‖bpα ≤ 1,

lim
k→∞

∫

B

|fk(x)|
q dµ(x) = 0.

Theorem 1.4. Let 0 < p1, p2 < ∞ and α1, α2 ∈ R. Let s, t, ζ, and γ be
as in Theorem 1.2. Let µ be a positive Borel measure on B and dκ(y) =
(1− |x|2)s+t−αdµ(y). Then the following statements are equivalent:

(i) s,tTµ is compact from bp1
α1

to bp2
α2
.

(ii) κ is a vanishing (ζ, γ)-Bergman-Carleson measure.

The holomorphic analogues of Theorems 1.2 and 1.4 are proved in [25]
for −1 < α1, α2 < ∞ and for the classical Toeplitz operator αTµ with α > −1.

In this paper, we will also provide a criteria for the positive Toeplitz
operators s,tTµ on b2α with α ∈ R to be in the Schatten classes Sp of b2α
(see Section 6) for 1 ≤ p < ∞. The membership in the Schatten classes
Sp, have been studied in various settings; see [5] and [23] for 1 ≤ p < ∞,
α = 0, [23] for 1 ≤ p < ∞, α > −1 and [3] for 0 < p < ∞, α = 0.
We extend their characterizations for classical positive Toeplitz operators on
harmonic Bergman spaces to s,tTµ on b2α and to all α ∈ R. To state our
result we briefly introduce some notation. Given µ ≥ 0, µ̂α,δ denotes the
weighted averaging function over pseudohyperbolic balls with radius δ, and
µ̃Φ,α,2 denotes the (Φ, α, 2)-Berezin transform of µ for Φ > −1 and α ∈ R.
See Section 3 for relevant definitions. Note that a sequence {ak} will always
refer to the sequence chosen in Lemma 2.4 below. The next theorem is the
main result.

Theorem 1.5. Let 1 ≤ p < ∞ and α ∈ R, and s satisfying 2s − α > −1
be given. Let µ be a positive Borel measure on B, and put u = s − α and
Φ = 2s− α. Then the following statements are equivalent:
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(i) s,uTµ : b2α → b2α belongs to Sp.
(ii) The (Φ, α, 2)-Berezin transform µ̃Φ,α,2 belongs to Lp

−n.
(iii) The weighted averaging function µ̂α,δ belongs to Lp

−n.
(iv) The sequence {µ̂α,δ(ak)} belongs to ℓp.

The holomorphic analogues of our characterizations for holomorphic
Dirichlet spaces have been obtained in [1]; these results are all concerned
with Toeplitz operators from a Dirichlet space into itself.

The paper is organized as follows. The notation and some preliminary
results are summarized in Section 2. We will recall various characteriza-
tions of (vanishing) (λ, α)-Bergman-Carleson measures for weighted harmonic
Bergman spaces in Section 3. Sections 4 and 5 are devoted to the proof of our
main results, Theorem 1.2 and 1.4, respectively. Finaly in Section 6, we will
prove Theorem 1.5. Our results attest to the fact that the Toeplitz operators
between harmonic Bergman- Besov spaces are natural extensions of classical
Bergman-space Toeplitz operators on harmonic Bergman spaces.

In the following for two positive expressions X and Y we write X . Y
if there exists a positive constant C, whose exact value is inessential, such
that X ≤ CY . If both X . Y and Y . X , we write X ∼ Y .

2. Preliminaries

In this section we collect some known facts that will be used in later sections.
The Pochhammer symbol (a)b is defined by

(a)b =
Γ(a+ b)

Γ(a)
,

when a and a+ b are off the pole set −N of the gamma function. By Stirling
formula,

(a)c
(b)c

∼ ca−b (c → ∞). (2.1)

Define the Rademacher functions rk on R by

r1(τ) =

{
1, if 0 ≤ τ − ⌊τ⌋ < 1/2,

−1, if 1/2 ≤ τ − ⌊τ⌋ < 1

rk(τ) = r1(2
k−1τ) (k = 2, 3, . . . ).

Let {ck} ∈ ℓ2 be a sequence of complex numbers and f(τ) =
∑∞

k=1 ckrk(τ).
Khinchine’s inequality states that for any 0 < q < ∞, the Lq[0, 1] norm of f
is comparable to the ℓ2 norm of {ck}.

Lemma 2.1 (Khinchine’s Inequality). Let 0 < q < ∞ and {ck} ∈ ℓ2. The
series

∑∞
k=1 ckrk(τ) converges almost everywhere and if f(t) =

∑∞
k=1 ckrk(τ),
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then
(∫ 1

0

|f(τ)|q dt

)1/q

∼

(
∞∑

k=1

|ck|
2

)1/2

.

A proof of Khinchine’s inequality can be found in [30, §V.8].
A harmonic function f on B has a homogeneous expansion, that is,

there exist homogeneous harmonic polynomials fk of degree k such that
f(x) =

∑∞
k=0 fk(x). The series uniformly and absolutely converges on com-

pact subsets of B.

2.1. Pseudohyperbolic metric

The canonical Möbius transformation on B that exchanges a and 0 is

ϕa(x) =
(1− |a|2)(a− x) + |a− x|2a

[x, a]2
.

Here the bracket [x, a] is defined by

[x, a] =
√
1− 2x · a+ |x|2|a|2,

where x ·a denotes the inner product of x and a in R
n. The pseudohyperbolic

distance between x, y ∈ B is

ρ(x, y) = |ϕx(y)| =
|x− y|

[x, y]
.

For a proof of the following lemma see [3, Lemma 2.2].

Lemma 2.2. Let a, x, y ∈ B. Then

1− ρ(x, y)

1 + ρ(x, y)
≤

[x, a]

[y, a]
≤

1 + ρ(x, y)

1− ρ(x, y)
.

The following two lemmas show that if x, y ∈ B are close in the pseu-
dohyperbolic metric, then certain quantities are comparable. Both of them
easily follow from Lemma 2.2 (note that [x, x] = 1− |x|2).

Lemma 2.3. Let 0 < δ < 1. Then

[x, y] ∼ 1− |x|2 ∼ 1− |y|2,

for all x, y ∈ B with ρ(x, y) < δ.

Lemma 2.4. Let 0 < δ < 1. Then

[x, a] ∼ [y, a],

for all a, x, y ∈ B with ρ(x, y) < δ.

For 0 < δ < 1 and x ∈ B we denote the pseudohyperbolic ball with
center x and radius δ by Eδ(x). The pseudohyperbolic ball Eδ(x) is also a
Euclidean ball with center c and radius r, where

c =
(1− δ2)x

1− δ2|x|2
and r =

(1− |x|2)δ

1− δ2|x|2
.
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It follows that for fixed 0 < δ < 1, we have ν(Eδ(x)) ∼ (1 − |x|2)n. More
generally, for α ∈ R, by Lemma 2.3

να(Eδ(x)) =
1

Vα

∫

Eδ(x)

(1−|y|2)α dν(y) ∼ (1−|x|2)αν(Eδ(x)) ∼ (1−|x|2)α+n.

(2.2)
Let {ak} be a sequence of points in B and 0 < δ < 1. We say that {ak}

is δ-separated if ρ(aj , ak) ≥ δ for all j 6= k. For a proof of the following lemma
see, for example, [21].

Lemma 2.5. Let 0 < δ < 1. There exists a sequence of points {ak} in B

satisfying the following properties:

(i) {ak} is δ-separated.

(ii)

∞⋃

k=1

Eδ(ak) = B.

(iii) There exists a positive integer N such that every x ∈ B belongs to at
most N of the balls Eδ(ak).

In what follows whenever we use expressions like µ̂α,δ(ak), the sequence
{ak} = {ak(δ)} will always refer to the sequence chosen in Lemma 2.5.

If u is harmonic on a domain Ω ⊂ R
n, then |u|p is subharmonic on Ω

when 1 ≤ p < ∞. This is no longer true when 0 < p < 1, nevertheless it is
shown in [12, Lemma 2] and [16] that |u|p has subharmonic behaviour in the
following sense: There exists a constant K (≥ 1) depending only on n and p
such that

|u(x)|p ≤
K

rn

∫

B(x,r)

|u(y)|pdν(y), (2.3)

whenever B(x, r) = {y : |y − x| < r} ⊂ Ω. In particular, if p ≥ 1 then the
constant K = 1. Using this result and Eδ(x) is an Euclidean ball one can
get the following useful inequality easily: given 0 < p < ∞, α > −1 and
0 < δ < 1, we have

|u(x)|p .
1

(1− |x|2)n+α

∫

Eδ(x)

|u(y)|p(1− |y|2)αdν(y) (2.4)

for all u ∈ bpα and x ∈ B. The estimate (2.3) also leads to the following
pointwise estimate. See [8, Lemma 3.1] for a proof.

Lemma 2.6. Let 0 < p < ∞ and α > −1. Then

|u(x)| .
‖u‖bpα

(1− |x|2)(n+α)/p

for all u ∈ bpα and x ∈ B.

Lastly we obtain a generalized subharmonicity property with respect to
the measure να on B. The proofs for α = 0 given in [23, Lemma 10] for the
ball and [5, Lemma 3.2] for bounded smooth domains work equally well for
other α too. A final use of Jensen inequality extends the result to p > 1.
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Lemma 2.7. Suppose 1 ≤ p < ∞, α ∈ R, 0 < δ < 1 and µ is a positive
measure on B, Then there exists a constant C (depending only on δ) such
that

µ(Eδ(x))
p ≤

C

vα(Eδ(x))

∫

Eδ(x)

µ(Eδ(y))
pdνα(y)

for all x in B.

2.2. Reproducing Kernels and the Operators Dt
s

For every α ∈ R we have γ0(α) = 1, and therefore

Rα(x, 0) = Rα(0, y) = 1, (x, y ∈ B, α ∈ R). (2.5)

Checking the two cases in (1.3), we have by (2.1)

γk(α) ∼ k1+α (k → ∞). (2.6)

Rα(x, y) is harmonic as a function of either of its variables on B. Using the
coefficients in the extended kernels we define the radial differential operators
Dt

s.

Definition 2.8. Let f =
∑∞

k=0 fk ∈ h(B) be given by its homogeneous
expansion. For s, t ∈ R we define Dt

s on h(B) by

Dt
sf :=

∞∑

k=0

γk(s+ t)

γk(s)
fk.

By (2.6), γk(s + t)/γk(s) ∼ kt for any s, t and, roughly speaking, Dt
s

multiplies the kth homogeneous part of f by kt. For every s ∈ R, D0
s = I, the

identity. An important property of Dt
s is that it is invertible with two-sided

inverse D−t
s+t:

D−t
s+tD

t
s = Dt

sD
−t
s+t = I, (2.7)

which follows from the additive property Dz
s+tD

t
s = Dz+t

s .

For every s, t ∈ R, the map Dt
s : h(B) → h(B) is continuous in the

topology of uniform convergence on compact subsets (see [14, Theorem 3.2]).
The parameter s plays a minor role and is used to have the precise relation

Dt
sRs(x, y) = Rs+t(x, y) (2.8)

The most important property of the operator Dt
s that we will use later

is that it allows us to pass from one Bergman-Besov space to another. More
precisely, we have the following isomorphism.

Lemma 2.9. Let 0 < p < ∞ and α, s, t ∈ R. The map Dt
s : bpα → bpα+pt is

an isomorphism.

For a proof of the above lemma see [14, Corollary 9.2] when 1 ≤ p < ∞
and [8] when 0 < p < 1. We also need the following duality result.
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Theorem 2.10. Suppose α > −1, β > −1 and 1 < p < ∞. Then the dual

of bpα can be identified with bp
′

β under the pairing

[f, g]b2γ =

∫

B

f(x) g(x) dνγ(x) (f ∈ bpα, g ∈ bp
′

β ), (2.9)

where 1/p+ 1/p′ = 1, γ = α/p+ β/p′.

Proof. If g ∈ bp
′

β ,

F (f) = [f, g]b2γ =
1

Vγ

∫

B

(1− |x|2)α/pf(x) (1 − |x|2)β/p′g(x) dν(x) (f ∈ bpα).

It follows from Hölder’s inequality that F is a bounded linear functional on
bpα with ‖F‖ . ‖g‖

bp
′

β

.

Conversely, if F is a bounded linear functional on bpα, then according to
the Hahn-Banach extension theorem, F can be extended (without increasing
its norm) to a bounded linear functional on Lp

α. By the usual duality of Lp

spaces, there exists some h ∈ Lp′

α such that

F (f) =

∫

B

f(x)h(x) dνα(x), (f ∈ Lp
α).

Let H(x) =
Vγ

Vα
(1− |x|2)(α−β)/p′

h(x), x ∈ B. Then H ∈ Lp′

β and

F (f) =

∫

B

f(x)H(x) dνγ(x) (f ∈ bpα).

It is easy to check that condition α > −1 is equivalent to p′(γ + 1) > β + 1,
and the condition β > −1 is equivalent to p(γ + 1) > α + 1. So, by [14,
Theorem 1.4], Qγ is a bounded projection from Lp

α onto bpα, and Qγ is also a

bounded projection from Lp′

β onto bp
′

β . Let g = Qγ(H). Then g ∈ bp
′

β and

F (f) = [f,H ]b2γ = [f,Qγ(H)]b2γ = [f, g]b2γ

for all f ∈ bpα. The proof is now complete. �

For a special case of the preceding theorem when α = β, see [19, Corol-
lary 5.1], [15, Theorem 3.2] and also [14, Theorem 13.4] for α ∈ R without
restriction. In this case, we clearly have γ = α as well.

2.3. Estimates of Reproducing Kernels

In case α > −1, the reproducing kernels Rα(x, y) are well-studied by various
authors. We recall some of their properties below. For extension of these
properties to α ∈ R we refer to [14].

For a proof of the following pointwise estimate see [7, 26] when α > −1
and [14] when α ∈ R.
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Lemma 2.11. Let α ∈ R. For all x, y ∈ B,

|Rα(x, y)| .





1

[x, y]α+n
, if α > −n;

1 + log
1

[x, y]
, if α = −n;

1, if α < −n.

The next lemma shows that the first part of the above estimate continues
to hold when x and y are close enough in the pseudohyperbolic metric. It can
be proved along the same lines as [22, Proposition 5].

Lemma 2.12. Let α > −n. There exists 0 < δ < 1 such that for every x ∈ B

and y ∈ Eδ(x),

Rα(x, y) ∼
1

(1− |x|2)α+n
.

The next lemma gives an estimate of weighted Lp norms of reproducing
kernels. When α > −1 and c > 0, it is proved in [22, Proposition 8]. For a
full proof see [14, Theorem 1.5].

Lemma 2.13. Let α ∈ R, 0 < p < ∞ and β > −1. Set c = p(α+n)−(β+n).
Then

∫

B

|Rα(x, y)|
p (1 − |y|2)β dν(y) ∼





1

(1− |x|2)c
, if c > 0;

1 + log
1

1− |x|2
, if c = 0;

1, if c < 0.

By Lemma 2.11 when α > −n, the kernel Rα(x, y) is dominated by
1/[x, y]α+n. The next lemma estimates the weighted integrals of these domi-
nating terms. For a proof see, for example, [18, Proposition 2.2] or [26, Lemma
4.4].

Lemma 2.14. Let β > −1 and s ∈ R. Then

∫

B

(1− |y|2)β

[x, y]β+n+s
dν(y) ∼





1

(1− |x|2)s
, if s > 0;

1 + log
1

1− |x|2
, if s = 0;

1, if s < 0.

3. (λ, α)-Bergman-Carleson Measures

Characterizations of (λ, α)-Bergman-Carleson measures for weighted har-
monic Bergman spaces bpα (α > −1) in terms of µ̂α,δ and µ̃α,t are established
by various authors in more general settings. In this subsection we will recall
these results.
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For 0 < δ < 1 the averaging function µ̂δ is defined by

µ̂δ(x) =
µ(Eδ(x))

ν(Eδ(x))
(x ∈ B).

More generally, for α ∈ R we define

µ̂α,δ(x) :=
µ(Eδ(x))

να(Eδ(x))
(x ∈ B).

By (2.2), µ̂α,δ(x) ∼ µ(Eδ(x))/(1 − |x|2)α+n. The following lemma shows
that weighted Lp behaviour of µ̂α,δ is independent of δ. For a proof see [3,
Proposition 3.6] when α = 0. The proof also works for all α ∈ R.

Lemma 3.1. Let 0 < p < ∞, α, β ∈ R and 0 < δ, ǫ < 1. Then µ̂α,δ ∈ Lp
β if

and only if µ̂α,ǫ ∈ Lp
β.

For Φ > −1 and α ∈ R, the (Φ, α, 2)-Berezin transform of a positive
measure µ on B is

µ̃Φ,α,2(x) =

∫

B

|RΦ(x, y)|
2

‖RΦ(x, ·)‖2L2
Φ

(1− |y|2)Φ−α dµ(y).

When Φ = α > −1 and t > 1, the (α, t)-Berezin transform of µ is
defined by

µ̃α,t(x) :=

∫

B

|Rα(x, y)|
t

‖Rα(x, ·)‖tLt
α

dµ(y).

Since (α+ n)t− (α+ n) > 0, by Lemma 2.13

µ̃α,t(x) ∼ (1− |x|2)(α+n)t−(α+n)

∫

B

|Rα(x, y)|
t dµ(y). (3.1)

Applying also Lemma 2.11 we obtain the following estimate

µ̃α,t(x) . (1 − |x|2)(α+n)t−(α+n)

∫

B

dµ(y)

[x, y](α+n)t
. (3.2)

Using the dominating term on the right-hand side, for α > −1 and s > 0, we
define (α, s)-Berezin-type transform µ̄α,s by

µ̄α,s(x) := (1− |x|2)s
∫

B

dµ(y)

[x, y]α+n+s
.

The following proposition shows Lp
α behaviour of µ̃α,t, µ̄α,s and µ̂α,δ are

same when p > 1. For a proof see [9, Proposition 3.2].

Proposition 3.2. Let 1 < p < ∞ and α > −1. The following are equivalent:

(a) µ̂α,δ ∈ Lp
α for some (every) 0 < δ < 1.

(b) µ̄α,s ∈ Lp
α for some (every) s > 0.

(c) µ̃α,t ∈ Lp
α for some (every) t > 1.

The next proposition is about a similar result concerning pointwise
bounds. For a proof see [9, Proposition 3.3].

Proposition 3.3. Suppose γ ≥ 0 and α > −1. The following are equivalent:
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(a) µ̂α,δ(x) . (1− |x|2)γ for some (every) 0 < δ < 1.
(b) µ̄α,s(x) . (1− |x|2)γ for some (every) s > γ.
(c) µ̃α,t(x) . (1− |x|2)γ for some (every) t > (α+ n+ γ)/(α+ n).

The characterizations of (λ, α)-Bergman-Carleson measures divided into
two cases depending on whether q < p or q ≥ p. In the case q < p note that
the conjugate exponent of 1/λ = p/q is 1/(1− λ) = p/(p− q).

Theorem 3.4. Let 0 < q < p < ∞, α > −1 and µ ≥ 0. The following are
equivalent:

(a) µ is a (λ, α)-Bergman-Carleson measure.

(b) µ̂α,ε ∈ L
p/(p−q)
α for some (every) 0 < ε < 1.

(c) µ̃α,t ∈ L
p/(p−q)
α for some (every) t > 1.

(d) µ̄α,s ∈ L
p/(p−q)
α for some (every) s > 0.

(e)
{
µ̂α,δ(ak)(1− |ak|

2)(n+α)(1−q/p)
}
∈ ℓp/(p−q) for some (every) 0 < δ <

1.

Proof. That (a) and (b) are equivalent is proved in [20] and [21] for the
unweighted holomorphic Bergman space on the unit disc D. Note also that
the equivalence of the discrete form (e) to (a) and (b) is actually proved
therein; see, for example, the proof of [21, Theorem 1]. As is mentioned in
the remarks of [20] the method works also for weighted harmonic Bergman
spaces on the unit ball of Rn. The equivalence of (a), (b), (c) and (e) for α = 0
is proved in [6, Theorem 3.4] not just for the ball but for bounded smooth
domains. The proof works equally well for other α too. The equivalence of
(b), (c) and (d) follows from Proposition 3.2. �

As a consequence of Theorem 3.4, for 0 < λ < 1, a positive Borel
measure µ on B is a (λ, α)-Bergman-Carleson measure if and only if

µ(Eδ(x))(1 − |x|2)−n−α ∈ L1/(1−λ)
α

or {
µ(Eδ(ak))(1 − |ak|

2)−(n+α)λ
}
∈ ℓ1/(1−λ)

for some (every) 0 < δ < 1.
We now consider the case q ≥ p.

Theorem 3.5. Let 0 < p ≤ q < ∞, α > −1 and µ ≥ 0. The following are
equivalent:

(a) µ is a (λ, α)-Bergman-Carleson measure.
(b) µ̂α,δ . (1− |x|2)(α+n)(q/p−1) for some (every) 0 < δ < 1.

(c) µ̃α,t . (1− |x|2)(α+n)(q/p−1) for some (every) t > q/p.

(d) µ̄α,s . (1− |x|2)(α+n)(q/p−1) for some (every) s > (α+ n)(q/p− 1).

Note that (b) is equivalent to

µ(Eδ(x)) . (1− |x|2)(α+n)q/p for some (every) 0 < δ < 1
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and (d) is equivalent to

(1− |x|2)c
∫

B

dµ(y)

[x, y](α+n)q/p+c
. 1 for some (every) c > 0.

Proof. Equivalence of (a), (b) and (c) for α = 0 is proved in [6, Theorem 3.1]
for bounded smooth domains. The proof works equally well for other α too.
That (b), (c) and (d) are equivalent follows from Proposition 3.3. �

By Theorems 3.4 and 3.5, the notion of (λ, α)-Bergman-Carleson mea-
sures depend only on α and the ratio λ = q/p. We also need the following
proposition.

Proposition 3.6. Let µ be a positive Borel measure on B. Let 0 < p1, p2 < ∞
and −1 < α1, α2 < ∞ and let

θ =
1

p1
+

1

p2
, ̺ =

1

θ

(
α1

p1
+

α2

p2

)
.

If µ is a (θ, ̺)-Bergman-Carleson measure, then
∫

B

|f(x)||g(x)| dµ(x) . ‖f‖bp1α1
‖g‖bp2α2

(f ∈ bp1
α1
, g ∈ bp2

α2
).

Proof. Let f ∈ bp1
α1
, g ∈ bp2

α2
. Since θp1 > 1, θp2 > 1 and 1/θp1 + 1/θp2 = 1,

we can apply Hölder’s inequality to obtain

‖fg‖
L

1/θ
̺

=

(
1

V̺

∫

B

|f(x)g(x)|1/θ(1− |x|2)̺dν(x)

)θ

.

(∫

B

|f(x)|p1 (1− |x|2)α1dν(x)

)1/p1
(∫

B

|g(x)|p2 (1− |x|2)α2dν(x)

)1/p2

. ‖f‖bp1α1
‖g‖bp2α2

. (3.3)

Thus, fg ∈ L
1/θ
̺ . Let 0 < δ < 1. Because Eδ/2(x) is an Euclidean ball with

center c = (1− (δ/2)2)x/(1− (δ/2)2|x|2) and the radius behaves like 1− |x|2

when δ/2 is fixed, it follows from [8, Lemma 3.3] that

|f(c)g(c)| .
1

(1− |x|2)(n+̺)θ

(∫

Eδ/2(x)

|f(y)g(y)|1/θ(1− |y|2)̺dν(y)

)θ

for all x ∈ B. Since δ/2 is fixed, the distance from x to the centre of Eδ/2(x)
is at most (δ/2)|x| times the radius of Eδ/2(x). By [8, Lemma 3.3] again, we
get

|f(x)g(x)| .
1

(1− |x|2)(n+̺)θ

(∫

Eδ/2(x)

|f(y)g(y)|1/θ(1− |y|2)̺dν(y)

)θ
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for all x ∈ B. For a ∈ B and x ∈ Eδ/2(a), we note that Eδ/2(x) ⊂ Eδ(a). Let
Eδ/2(ak) be the associated sets to the sequence {ak} = {ak(δ/2)} in Lemma
2.5. Thus we have

|f(x)g(x)|

.
1

(1 − |x|2)(n+̺)θ

(∫

Eδ/2(x)

|f(y)g(y)|1/θ(1− |y|2)̺dν(y)

)θ

.
1

(1 − |x|2)(n+̺)θ

(∫

Eδ(ak)

|f(y)g(y)|1/θ(1 − |y|2)̺dν(y)

)θ

, x ∈ Eδ/2(ak)

for k = 1, 2, . . . . Then by Lemma 2.5 and Lemma 2.3, we have

∫

B

|f(x)g(x)| dµ(x)

.

∞∑

k=1

∫

Eδ/2(ak)

|f(x)g(x)| dµ(x)

.

∞∑

k=1

(∫

Eδ(ak)

|f(y)g(y)|1/θ(1− |y|2)̺dν(y)

)θ

×

(∫

Eδ/2(ak)

dµ(x)

(1− |x|2)(n+̺)θ

)

.

∞∑

k=1

µ(Eδ/2(ak))

(1 − |ak|2)(n+̺)θ

(∫

Eδ(ak)

|f(y)g(y)|1/θ(1− |y|2)̺dν(y)

)θ

. (3.4)

First, assume that θ ≥ 1. Since µ is a (θ, ̺)-Bergman-Carleson measure, by
Theorem 3.5 we have

µ(Eδ/2(ak)) . (1− |ak|
2)(n+̺)θ .

Then it follows from this together with (3.4) and Lemma 2.5 that

∫

B

|f(x)g(x)| dµ(x) .

∞∑

k=1

(∫

Eδ(ak)

|f(y)g(y)|1/θ(1− |y|2)̺dν(y)

)θ

.

(
∞∑

k=1

∫

Eδ(ak)

|f(y)g(y)|1/θ(1− |y|2)̺dν(y)

)θ

≤ L‖fg‖
L

1/θ
̺

. ‖fg‖
L

1/θ
̺

, (3.5)

where L is the number provided by [21, Lemma 3]. Next assume that 0 <
θ < 1. Then by using Hölder’s inequality in (3.4), Lemma 2.5 and Lemma
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2.3, we get
∫

B

|f(x)g(x)| dµ(x)

.

∞∑

k=1

µ(Eδ/2(ak))

(1− |ak|2)(n+̺)θ

(∫

Eδ(ak)

|f(y)g(y)|1/θ(1 − |y|2)̺dν(y)

)θ

.

{
∞∑

k=1

[
µ(Eδ/2(ak))

(1− |ak|2)(n+̺)θ

]1/(1−θ)
}(1−θ)

×

(
∞∑

k=1

∫

Eδ(ak)

|f(y)g(y)|1/θ(1− |y|2)̺dν(y)

)θ

.

Since µ is a (θ, ̺)-Bergman-Carleson measure, by Theorem 3.4 we obtain
(3.5) again. Combining (3.3) and (3.5) concludes the proof. �

3.1. Vanishing (λ, α)-Bergman-Carleson Measures

In this subsection we will characterize vanishing (λ, α)-Bergman-Carleson
measures. The next proposition is about a result concerning pointwise bounds.

Proposition 3.7. Suppose γ ≥ 0 and α > −1. The following are equivalent:

(a) lim|x|→1−(1− |x|2)−γ µ̂α,δ(x) = 0 for some (every) 0 < δ < 1.

(b) lim|x|→1−(1− |x|2)−γ µ̄α,s(x) = 0 for some (every) s > γ.

(c) lim|x|→1−(1−|x|2)−γ µ̃α,t(x) = 0 for some (every) t > (α+n+γ)/(α+n).

Proof. The proof is similar to the proof of [9, Proposition 3.3]. To see that
(a) implies (b) suppose that (a) holds for some 0 < δ < 1. By [9, Eq. (3.3)]

(1− |x|2)−γ µ̄α,s(x) ∼ (1− |x|2)s−γ

∫

B

(1− |y|2)−γ µ̂α,δ(y)

[x, y]α+n+s
dνα+γ(y).

Since (1−|y|2)−γµ̂α,δ(y) is continuous on B and lim|x|→1−(1−|x|2)−γ µ̂α,δ(x)
= 0, by [10, Remark 3.3] part (b) holds for every s > γ. That (b) implies
(c) is immediate from (3.2). To see that (c) implies (a), pick δ0 as in Lemma
2.12. [9, Eq. (3.4)] shows that (a) holds with δ = δ0. That it holds for every
0 < δ < 1 is a consequence of Lemma 3.2 of [5] and Lemma 2.3. �

Characterizations of vanishing (λ, α)-Bergman-Carleson measures are
also divided into two cases as whether λ ≥ 1 or 0 < λ < 1. We first consider
the case λ ≥ 1.

Theorem 3.8. Let 0 < p ≤ q < ∞, λ = q/p, α > −1 and µ ≥ 0. The
following are equivalent:

(a) µ is a vanishing (λ, α)-Bergman-Carleson measure.
(b) lim|x|→1−(1− |x|2)(α+n)(1−λ) µ̂α,ε(x) = 0 for some (every) 0 < ε < 1.

(c) limk→∞(1 − |ak|
2)(n+α)(1−λ)µ̂α,δ(ak) = 0 for some (every) 0 < δ < 1.

(d) lim|x|→1−(1− |x|2)(n+α)(1−λ)µ̃α,t(x) = 0 for some (every) t > λ.
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(e) lim|x|→1−(1 − |x|2)(n+α)(1−λ)µ̄α,s(x) = 0 for some (every) s > (α +
n)(λ− 1).

Note that (e) is equivalent to

lim
|x|→1−

(1− |x|2)c
∫

B

dµ(y)

[x, y](n+α)λ+c
= 0 for some (every) c > 0.

Proof. Equivalence of (a), (b) and (c) and (d) for α = 0 is proved in [6,
Theorem 3.5] for bounded smooth domains. The proof works equally well for
other α too. That (b), (d) and (e) are equivalent follows from Proposition
3.7. �

We now consider the case 0 < λ < 1.

Theorem 3.9. Let 0 < q < p < ∞, λ = q/p, α > −1 and µ ≥ 0. The
following are equivalent:

(a) µ is a (λ, α)-Bergman-Carleson measure.
(b) µ is a vanishing (λ, α)-Bergman-Carleson measure.

For a proof of the above theorem see [24] and [6, Theorem 3.6] for
bounded smooth domains.

4. Proof of Theorem 1.2

In this section we will prove Theorem 1.2. Before that we present a very
useful intertwining relation for transforming certain problems for Toeplitz
operators between harmonic Bergman-Besov spaces to similar problems for
classical Toeplitz operators between weighted harmonic Bergman spaces. The
holomorphic version is in [1].

Theorem 4.1. We have Dt
s(s,tTµ) = (s+tTκ)D

t
s, where

s+tTκf(x) =
Vα1

Vs

∫

B

Rs+t(x, y)f(y)dκ(y)

is classical Toeplitz operator from bp1

α1+p1t to bp2

α2+p2t. Consequently,

(s,tTµ) = D−t
s+t(s+tTκ)D

t
s, (s+tTκ) = Dt

s(s,tTµ)D
−t
s+t.

Proof. By differentiation under the integral sign and (2.8), we have

Dt
s(s,tTµf)(x) =

Vα1

Vs

∫

B

Rs+t(x, y)D
t
sf(y)dκ(y)

= (s+tTκ)(D
t
sf)(x) (f ∈ bp1

α1
).

For the second and third assertions, we note that (Dt
s)

−1 = D−t
s+t by (2.7). �

By Theorem 4.1, s,tTµ is bounded from bp1
α1

to bp2
α2

if and only if s+tTκ

is bounded from bp1

α1+p1t to bp2

α2+p2t. With all the preparation done in earlier
sections, now we are ready to prove the main result.
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4.1. (i) Implies (ii).

We divide this part into two cases: ζ ≥ 1 and 0 < ζ < 1.

Case 1: ζ ≥ 1. Notice that this condition is equivalent to 0 < p1 ≤ p2 <
∞. Fix x ∈ B and consider Rs+t(x, .). Then under the condition p1(n+s+t) >
n + α1 + p1t provided by (1.6), it is easy to check using Lemma 2.13 that
Rs+t(x, .) ∈ bp1

α1+p1t with

‖Rs+t(x, .)‖
p1

α1+p1t . (1− |x|2)(n+α1)−p1(n+s).

Take δ = δ0 where δ0 is the number provided by Lemma 2.12. By Lemma 2.3
and Lemma 2.12, we have

µ(Eδ(x)) .
Vα1

Vs
(1− |x|2)2n+s+t+α1

∫

Eδ(x)

|Rs+t(x, y)|
2(1− |y|2)s+t−α1dµ(y)

.
Vα1

Vs
(1− |x|2)2n+s+t+α1

∫

B

|Rs+t(x, y)|
2(1− |y|2)s+t−α1dµ(y)

= (1− |x|2)2n+s+t+α1
s+tTκ[Rs+t(x, .)](x),

and therefore

κ̂γ,δ(x) =
(1 − |x|2)s+t−α1µ(Eδ(x))

νγ(Eδ(x))

. (1 − |x|2)2(n+s+t)−(n+γ)
s+tTκ[Rs+t(x, .)](x).

On the other hand, by Lemma 2.6 together with the boundedness of the
Toeplitz operator s+tTκ and an inequality above, we get

s+tTκ[Rs+t(x, .)](x) = |s+tTκ[Rs+t(x, .)](x)|

. (1− |x|2)
−t−

n+α2
p2 ‖s+tTκ[Rs+t(x, .)]‖bp2α2+p2t

. (1− |x|2)
−t−

n+α2
p2 ‖s+tTκ‖‖Rs+t(x, .)‖bp1α1+p1t

. (1− |x|2)
n+α1

p1
−

n+α2
p2

−(n+s+t)‖s+tTκ‖,

where ‖s+tTκ‖ denote the operator norm of s+tTκ : bp1

α1+p1t → bp2

α2+p2t. Com-
bining these estimates we have

κ̂γ,δ(x) . (1− |x|2)s+t+
n+α1

p1
−

n+α2
p2

−γ‖s+tTκ‖

= (1− |x|2)ζγ−γ+n( 1
p1

− 1
p2

)‖s+tTκ‖ = (1− |x|2)(n+γ)(ζ−1)‖s+tTκ‖.

By Theorem 3.5 this means that κ is a (ζ, γ)-Bergman-Carleson measure.

Case 2: 0 < ζ < 1. Notice that this condition is equivalent to 0 < p2 <
p1 < ∞. Let rk(τ) be a sequence of Rademacher functions and {ak} be any
sequence satisfying the conditions of the Lemma 2.5. Since

n+ s+ 1 > nmax

(
1,

1

p1

)
+

1 + α1

p1
,
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we know from [14, Theorem 10.1] when 1 ≤ p < ∞ and [8, Theorem 1.4]
when 0 < p < 1 that, for any sequence of real numbers {λm} ∈ ℓp1 , the
function

fτ (x) =

∞∑

k=1

λkrk(τ)(1 − |ak|
2)n+s−(n+α1)/p1Rs+t(x, ak)

is in bp1

α1+p1t with ‖fτ ||bp1α1+p1t
‖ ≤ ‖λk‖ℓp1 for almost every τ ∈ (0, 1). Let

fk(x) = (1− |ak|
2)n+s−(n+α1)/p1Rs+t(x, ak).

Since s+tTκ is bounded from bp1

α1+p1t to bp2

α2+p2t, we get that for almost every
τ ∈ (0, 1)

‖s+tTκfτ‖
p2

b
p2
α2+p2t

=

∫

B

∣∣∣∣∣

∞∑

k=1

λkrk(τ)s+tTκfk(x)

∣∣∣∣∣

p2

dνα2+p2t(x)

. ‖s+tTκ‖
p2 · ‖fτ‖

p2

b
p1
α1+p1t

. ‖s+tTκ‖
p2 · ‖λk‖

p2

ℓp1 .

Integrating both sides with respect to τ from 0 to 1, to obtain

∫ 1

0

∫

B

∣∣∣∣∣

∞∑

k=1

λkrk(τ)s+tTκfk(x)

∣∣∣∣∣

p2

dνα2+p2t(x)dτ . ‖s+tTκ‖
p2 · ‖λk‖

p2

ℓp1 .

Applying Fubini’s theorem shows

∫

B

∫ 1

0

∣∣∣∣∣

∞∑

k=1

λkrk(τ)s+tTκfk(x)

∣∣∣∣∣

p2

dτdνα2+p2t(x) . ‖s+tTκ‖
p2 · ‖λk‖

p2

ℓp1 .

To use Khinchine’s inequality we first check that {λk(s+tTκ)fk(x)} is in
ℓ2. Replacing λk with λkrk(τ) and using s+tTκ is bounded from bp1

α1+p1t to

bp2

α2+p2t, we get that for almost every τ ∈ (0, 1)

(
∞∑

k=1

|λkrk(τ)s+tTκfk(x)|
2

) 1
2

. ‖s+tTκ‖ · ‖fτ‖bp1α1+p1t

. ‖s+tTκ‖ · ‖λk‖ℓp1 .

We now apply Khinchine’s inequality and deduce

∫

B

(
∞∑

k=1

|λk|
2
|s+tTκfk(x)|

2

) p2
2

dνα2+p2t(x) . ‖s+tTκ‖
p2 · ‖λk‖

p2

ℓp1 . (4.1)

Let Eδ(ak) be the associated sets to the sequence {ak} in Lemma 2.5. Then
we have

∞∑

k=1

|λk|
p2

∫

Eδ(ak)

|s+tTκfk(x)|
p2 dνα2+p2t(x)

=

∫

B

(
∞∑

k=1

|λk|
p2 |s+tTκfk(x)|

p2 χEδ(ak)(x)

)
dνα2+p2t(x).
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If p2 ≥ 2, then 2
p2

≤ 1, and from the fact that ℓ2/p2 injects continuously into

ℓ1 we have
∞∑

k=1

|λk|
p2

∫

Eδ(ak)

|s+tTκfk(x)|
p2 dνα2+p2t(x)

≤

∫

B

(
∞∑

k=1

|λk|
2
|s+tTκfk(x)|

2
χEδ(ak)(x)

)p2/2

dνα2+p2t(x)

≤

∫

B

(
∞∑

k=1

|λk|
2 |s+tTκfk(x)|

2

)p2/2

dνα2+p2t(x).

If 0 < p2 < 2, then 2
p2

> 1. Thus by Hölder’s inequality we get

∞∑

k=1

|λk|
p2

∫

Eδ(ak)

|s+tTκfk(x)|
p2 dνα2+p2t(x)

≤

∫

B

(
∞∑

k=1

|λk|
2 |s+tTκfk(x)|

2

)p2/2

×

(
∞∑

k=1

χEδ(ak)(x)

)1−p2/2

dνα2+p2t(x)

≤ N1−p2/2

∫

B

(
∞∑

k=1

|λk|
2
|s+tTκfk(x)|

2

)p2/2

dνα2+p2t(x)

since any point x belongs to at most N of the sets Eδ(ak) by Lemma 2.5 (iii).
Combining the last two inequalities and applying (4.1), we obtain

∞∑

k=1

|λk|
p2

∫

Eδ(ak)

|s+tTκfk(x)|
p2 dνα2+p2t(x)

≤ max{1, N1−p2/2}

∫

B

(
∞∑

k=1

|λk|
2
|s+tTκfk(x)|

2

)p2/2

dνα2+p2t(x)

. ‖s+tTκ‖
p2 · ‖λk‖

p2

ℓp1 .

Since by subharmonicity (2.4) we have

|s+tTκfk(ak)|
p2 .

1

(1− |ak|2)n+α2+p2t

∫

Eδ(ak)

|s+tTκfk(x)|
p2dνα2+p2t(x),

which yields
∞∑

k=1

|λk|
p2 (1− |ak|

2)n+α2+p2t|s+tTκfk(ak)|
p2 . ‖s+tTκ‖

p2 · ‖λk‖
p2

ℓp1 . (4.2)

Now, notice that

s+tTκfk(ak) = (1− |ak|
2)n+s−

n+α1
p1

∫

B

|Rs+t(y, ak)|
2(1− |y|2)s+t−αdµ(y).
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Therefore, proceeding as in the case ζ ≥ 1, we obtain

κ(Eδ(x))

(1− |ak|2)
n+s+2t+

n+α1
p1

. s+tTκfk(ak).

Putting this into (4.2) above, we get

∞∑

k=1

|λk|
p2

(
κ(Eδ(x))

(1− |ak|2)η

)p2

. ‖s+tTκ‖
p2 · ‖λk‖

p2

ℓp1

with

η = n+ s+ t+
n+ α1

p1
−

n+ α2

p2
= (n+ γ)ζ. (4.3)

Since the conjugate exponent of (p1/p2) is (p1/p2)
′ = p1/(p1−p2), by duality

we know that

{ϑk} :=

{(
κ(Eδ(ak))

(1− |ak|2)η

)p2
}

∈ ℓp1/(p1−p2)

with

‖{ϑk}‖ℓp1/(p1−p2) . ‖s+tTκ‖
p2

or

{κk} :=

{
κ(Eδ(x))

(1 − |ak|2)(n+γ)ζ

}
∈ ℓp1p2/(p1−p2) = ℓ1/(1−ζ)

with

‖{κk}‖ℓ1/(1−ζ) = ‖{ϑk}‖
1/p2

ℓp1/(p1−p2) . ‖s+tTκ‖.

By Theorem 3.4 this means that κ is a (ζ, γ)-Bergman-Carleson measure.

4.2. (ii) Implies (i).

Now suppose (ii) holds, that is, κ is a (ζ, γ)-Bergman-Carleson measure. We
divide the proof into three cases.

Case 1: Let p2 > 1. For this case, let p′2 and α′
2 be two numbers

satisfying
1

p2
+

1

p′2
= 1;

α2

p2
+

α′
2

p′2
= s. (4.4)

Then

α′
2 =

(
s−

α2

p2

)
p′2 =

sp2 − α2

p2 − 1
> −1

since s > (1+α2)/p2−1. By Theorem 2.10, we know that the dual of bp2

α2+p2t

can be identified with b
p′

2

α′

2
under the pairing

[f, g]b2s+t
=

∫

B

f(x)g(x) dνs+t(x).

Let f ∈ bp1

α1+p1t and h ∈ b
p′

2

α′

2
. By using Fubini’s theorem and the repro-

ducing formula (1.5) of [14], since α′
2 > −1 and α′

2 +1 < p′2(s+ t+1) by the
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α2 + p2t > −1, we get that

[h, s+tTκf ]b2s+t
=

Vα1

Vs

∫

B

h(y)

∫

B

Rs+t(x, y)f(x)dκ(x) dνs+t(y)

=
Vα1

Vs

∫

B

(∫

B

Rs+t(x, y)h(y)dνs+t(y)

)
f(x) dκ(x)

=
Vα1

Vs

∫

B

h(x)f(x) dκ(x).

The conditions for ζ and γ in the theorem are equivalent to

λ =
1

p1
+

1

p′2
, γ =

1

λ

(
t+

α1

p1
+

α′
2

p′2

)
.

Thus, by Proposition 3.6,

|[h, s+tTκf ]b2s+t
| .

∫

B

|h(x)||f(x)| dκ(x) . ‖f‖bp1α1+p1t
‖h‖

b
p′
2

α′

2

.

Hence s+tTκ is bounded from bp1

α1+p1t to bp2

α2+p2t.

Case 2: p2 = 1. Let f ∈ bp1

α1+p1t. For this case, since s > α2, by Fubini’s
theorem and Lemma 2.13 we have

‖s+tTκf‖b1α2+t
≤

∫

B

(∫

B

|Rs+t(x, y)||f(y)|dκ(y)

)
dνα2+t(x)

=

∫

B

|f(y)|

(∫

B

|Rs+t(x, y)|(1 − |x|2)α2+tdν(x)

)
dκ(y)

.

∫

B

|f(y)|(1− |y|2)α2−sdκ(y). (4.5)

Let ϑ be the measure defined by dϑ(y) = (1 − |y|2)α2−sdκ(y). Since κ is

a (ζ, γ)-Bergman-Carleson measure, we have κ̂γ,ε ∈ L
1/(1−1/p1)
γ for every

0 < ε < 1 by Theorem 3.4 and κ̂γ,δ . (1 − |x|2)(γ+n)(1/p1−1) for every

0 < δ < 1 by Theorem 3.5, which are equivalent to ϑ̂α1+p1t,ε ∈ L
1/(1−1/p1)
α1+p1t

for every 0 < ε < 1 and ϑ̂α1+p1t,δ . (1 − |x|2)(α1+p1t+n)(1/p1−1) for every
0 < δ < 1, respectively. Then, by Theorems 3.4 and 3.5, ϑ is a (1/p1, α1+p1t)-
Bergman-Carleson measure. Thus, for any f ∈ bp1

α1+p1t, we have

∫

B

|f(y)| dϑ(y) . ‖f‖bp1α1+p1t
.

Thus, by (4.5) it follows that ‖s+tTκf‖b1α2+t
. ‖f‖bp1α1+p1t

and so s+tTκ is

bounded from bp1

α1+p1t to bp2

α2+p2t.
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Case 3: 0 < p2 < 1. Let {ak} be a sequence satisfying the conditions
of Lemma 2.5. Then by Lemma 2.2 and 2.11 we have

|s+tTκf(x)| .

∞∑

k=1

∫

Eδ(ak)

|Rs+t(x, y)||f(y)|dκ(y)

.

∞∑

k=1

∫

Eδ(ak)

1

[x, y]n+s+t
|f(y)|dκ(y)

.

∞∑

k=1

1

[x, ak]n+s+t

∫

Eδ(ak)

|f(y)|dκ(y)

Now, by the subharmonicity in (2.4), for y ∈ Eδ(ak), we have

|f(y)|p1 .
1

(1− |ak|2)n+α1+p1t

∫

Eδ(ak)

|f(z)|p1dνα1+p1t(z).

From this we get
∫

Eδ(ak)

|f(y)|dκ(y)

.
κ(Eδ(ak))

(1 − |ak|2)(n+α1+p1t)/p1

(∫

Eδ(ak)

|f(z)|p1dνα1+p1t(z)

)1/p1

.

Since 0 < p2 < 1, this implies

|s+tTκf(x)|
p2 .

∞∑

k=1

1

[x, ak](n+s+t)p2

κ(Eδ(ak))
p2

(1− |ak|2)(n+α1+p1t)p2/p1

×

(∫

Eδ(ak)

|f(z)|p1dνα1+p1t(z)

)p2/p1

.

Therefore, since (n+ s)p2 > n+ α2, we can apply Lemma 2.14 to obtain

‖s+tTκf‖
p2

b
p2
α2+p2t

.

∞∑

k=1

κ(Eδ(ak))
p2

(1− |ak|2)(n+α1+p1t)p2/p1

(∫

Eδ(ak)

|f(z)|p1dνα1+p1t(z)

)p2/p1

×

∫

B

(1− |x|2)α2+p2t

[x, ak](n+s+t)p2
dν(x)

.

∞∑

k=1

κ(Eδ(ak))
p2

(1− |ak|2)(n+α1+p1t)p2/p1

(∫

Eδ(ak)

|f(z)|p1dνα1+p1t(z)

)p2/p1

× (1− |ak|
2)n+α2−(n+s)p2 . (4.6)

First, assume that ζ ≥ 1. Since κ is a (ζ, γ)-Bergman-Carleson measure,
by Theorem 3.5 we get

κ(Eδ(ak)) . (1− |ak|
2)(n+γ)ζ.
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Bearing in mind (4.3), this, together with (4.6) and the fact that p2 ≥ p1
(due to the assumption ζ ≥ 1), yields

‖s+tTκf‖
p2

b
p2
α2+p2t

.

∞∑

k=1

(∫

Eδ(ak)

|f(z)|p1dνα1+p1t(z)

)p2/p1

.

(
∞∑

k=1

∫

Eδ(ak)

|f(z)|p1dνα1+p1t(z)

)p2/p1

. ‖f‖p2

b
p1
α1+p1t

.

Hence, s+tTκ is bounded from bp1

α1+p1t to bp2

α2+p2t.
Next assume that 0 < ζ < 1. Then p1 > p2, and using Hölder’s inequal-

ity in (4.6), we get

‖s+tTκf‖
p2

b
p2
α2+p2t

.

∞∑

k=1

κ(Eδ(ak))
p2

(1− |ak|2)(n+γ)ζp2

(∫

Eδ(ak)

|f(z)|p1dνα1+p1t(z)

)p2/p1

≤

{
∞∑

k=1

[
κ(Eδ(ak))

p2

(1 − |ak|2)(n+γ)ζp2

]p1/(p1−p2)
}1−p2/p1

×

(
∞∑

k=1

∫

Eδ(ak)

|f(z)|p1dνα1+p1t(z)

)p2/p1

.

Since κ is a (ζ, γ)-Bergman-Carleson measure, by Theorem 3.4 we get that

‖s+tTκf‖
p2

b
p2
α2+p2t

.

{
∞∑

k=1

[
κ(Eδ(ak))

(1 − |ak|2)(n+γ)ζ

]1/(1−ζ)
}(1−ζ)p2

×

(
∞∑

k=1

∫

Eδ(ak)

|f(z)|p1dνα1+p1t(z)

)p2/p1

.

(
∞∑

k=1

∫

Eδ(ak)

|f(z)|p1dνα1+p1t(z)

)p2/p1

. ‖f‖p2

b
p1
α1+p1t

.

Hence, s+tTκ is bounded from bp1

α1+p1t to bp2

α2+p2t. The proof is complete.

5. Proof of Theorem 1.4

In this section we will prove Theorem 1.4. Note again that by Theorem 4.1,

s,tTµ is compact from bp1
α1

to bp2
α2

if and only if s+tTκ is compact from bp1

α1+p1t

to bp2

α2+p2t.

5.1. (i) Implies (ii).

We divide this part into two cases as 0 < ζ < 1 and ζ ≥ 1.
Case 1: 0 < ζ < 1. In this case a vanishing (ζ, γ)-Bergman-Carleson

measure is the same as a (ζ, γ)-Bergman-Carleson measures by Theorem 3.9.
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If s+tTκ is compact, then it is bounded and by Theorem 1.2 we get the desired
result.

Case 2: ζ ≥ 1. Since s+tTκ is compact, then ‖s+tTκfk‖bp2α2+p2t
→ 0

for any bounded sequence {fk} in bp1

α1+p1t converging to zero uniformly on

compact subsets of B. Let {ak} ⊂ B with |ak| → 1− and consider the functions

fk(x) = (1− |ak|
2)(n+s)−(n+α1)/p1Rs+t(x, ak).

Due to the conditions on s and Lemma 2.13, we have supk ‖fk‖bp1α1+p1t
< ∞,

and it is obvious that fk converges to zero uniformly on compact subsets of
B. Hence ‖s+tTκfk‖bp2α2+p2t

→ 0. Therefore, proceeding as in the case ζ ≥ 1

of that (i) Implies (ii) in Theorem 1.4, for any δ > 0, we get

κ̂γ,δ(ak)

(1− |ak|2)(n+γ)(ζ−1)

. (1− |ak|
2)(n+γ)(1−ζ)+2(n+s+t)−(n+s)+(n+α1)/p1

s+tTκfk(ak)

= (1− |ak|
2)t+(n+α2)/p2

s+tTκfk(ak)

. ‖s+tTκfk‖bp2α2+p2t
→ 0.

Thus, by Theorem 3.8, the measure κ be a vanishing (ζ, δ)-Bergman-Carleson
measure.

5.2. (ii) Implies (i).

Now suppose (ii) holds, that is, κ is a vanishing (ζ, γ)-Bergman-Carleson
measure. We divide the proof into two cases.

Case 1: 0 < ζ < 1. Since (ii) holds, by Theorem 1.2, s+tTκ is bounded.
Also since 0 < ζ < 1, we have 0 < p2 < p1 < ∞. Due to the space bpα is
isomorphic to ℓp by [8, Theorem 1.4] for 0 < p < 1 and [14, Theorem 10.1]
for 1 ≤ p < ∞ , the result is a consequence of a general result of Banach
space theory: it is known that, for 0 < p2 < p1 < ∞, every bounded operator
from ℓp1 to ℓp2 is compact (see [17, Theorem I.2.7, p. 31]).

Case 2: ζ ≥ 1. To prove that the operator s+tTκ is compact, we must
show that ‖s+tTκfk‖bp2α2+p2t

→ 0 for any bounded sequence {fk} in bp1

α1+p1t

converging to zero uniformly on compact subsets of B. If p2 > 1, then just
like in the proof of Theorem 1.4, by duality and Lemma 2.6 we have (the
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numbers p′2 and α′
2 are the ones defined by (4.4)

‖s+tTκfk‖bp2α2+p2t
. sup

‖h‖
b
p′
2

α′

2

≤1

|[h, s+tTκfk]b2s+t
|

≤ sup
‖h‖

b
p′
2

α′

2

≤1

∫

B

|h(x)||fk(x)|dκ(x)

. sup
‖h‖

b
p′
2

α′

2

≤1

‖h‖
b
p′
2

α′

2

∫

B

|fk(x)|(1 − |x|2)−(n+α′

2)/p
′

2dκ(x)

.

∫

B

|fk(x)|(1 − |x|2)−(n+α′

2)/p
′

2dκ(x)

Let ϑ be the measure defined by dϑ(x) = (1 − |x|2)−(n+α′

2)/p
′

2dκ(x). Since κ
is a vanishing (ζ, γ)-Bergman-Carleson measure, using Theorem 3.8, we can
easily see that ϑ is a vanishing (1/p1, α1 + p1t)-Bergman-Carleson measure.
Thus, ‖s+tTκfk‖bp2α2+p2t

→ 0.

If 0 < p2 ≤ 1, from the estimates obtained in the proof of that (ii)
implies (i) in Theorem 1.4 (see (4.6)) it follows that, for any sequence {aj}
satisfying the conditions of the Lemma 2.5, we have

‖s+tTκfk‖
p2

b
p2
α2+p2t

.

∞∑

j=1

(
κ(Eδ(aj))

(1− |aj |2)(n+γ)ζ

)p2
(∫

Eδ(aj)

|fk(x)|
p1dνα1+p1t(x)

)p2/p1

(5.1)

Let ǫ > 0. Since κ is a vanishing (ζ, γ)-Bergman-Carleson measure, due to
Theorem 3.8, there is 0 < δ0 < 1 such that

sup
|aj |>δ0

κ(Eδ(aj))

(1− |aj |2)(n+γ)ζ
< ǫ. (5.2)

Split the sum appearing in (5.1) in two parts: one over the points aj with
|aj | ≤ δ0 and the other over the points with |aj | > δ0. Since {fk} converges
to zero uniformly on compact subsets of B, it is clear that the sum over the
points aj with |aj | ≤ δ0 (a finite sum) goes to zero as k goes to infinity. On
the other hand, by (5.2) and since p2 ≥ p1 (because ζ ≥ 1), we have

∞∑

j:|aj |>δ0

(
κ(Eδ(aj))

(1− |aj |2)(n+γ)ζ

)p2
(∫

Eδ(aj)

|fk(x)|
p1dνα1+p1t(x)

)p2/p1

≤ ǫp2

∞∑

j:|aj |>δ0

(∫

Eδ(aj)

|fk(x)|
p1dνα1+p1t(x)

)p2/p1

≤ ǫp2‖fk‖
p2

b
p1
α1+p1t

. ǫp2 .

Thus, ‖s+tTκfk‖bp2α2+p2t
→ 0, finishing the proof.
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6. Positive Schatten Class Toeplitz Operators

In this section we will prove Theorem 1.5. We first briefly review the notion
of Schatten class operators. If T is a compact operator on a separable Hilbert
space H with inner product [·, ·]H , then there exist a non-increasing sequence
{Sm(T )}, called the singular value sequence, and orthonormal vectors {em}
and {fm} in H such that

Tx =

∞∑

m=0

Sm(T )[x, em]Hfm

for x ∈ H . For 1 ≤ p < ∞, the space of all Schatten p-class operators
Sp(H) is defined to be set of all compact operators T for which ‖T ‖Sp =

(
∑∞

m=0 Sm(T )p)
1/p

< ∞. As is well known, Sp(H) is a Banach space with the
norm ‖.‖Sp and is a two-sided ideal in the space of bounded linear operators
on H . If T ∈ S1(H) and {em} is an orthonormal basis for H , then

tr(T ) =

∞∑

m=0

[Tem, em]H ,

where the series is convergent and independent of {em}. The sum above is

called the trace of T . If T ∈ Sp(H) and T ≥ 0, we have ‖T ‖Sp = [tr(T p)]
1/p

for 1 ≤ p < ∞. If T is a positive compact operator on H , then T p is uniquely
defined, and T ∈ Sp(H) if and only if T p ∈ S1(H). See [29], for example, for
more information and related facts.

In the rest of the paper we consider the case of a Hilbert space H = b2α
for any α ∈ R. Given an α, we select s so as to satisfy (1.5) with p = 2, and
put

u = s− α and Φ = 2s− α = s+ u = α+ 2u > −1 (6.1)

in the remaining part of the paper. Actually it comes from self-adjointness
of the operator

Λs,tf(x) := (1− |x|2)t
∫

B

Rs+t(x, y)f(y)(1− |y|2)t dν(y) (f ∈ b2α)

and the adjoint Λ∗
s,t : L

2
α → L2

α is Λ∗
s,t = Λα+t,−α+s whenever the operator

is bounded. See [14, Lemma 8.1]. So we use this notation in order to have
Toeplitz operators that are direct extensions of the classical Bergman space
Toeplitz operators and to have exact equalities as much as possible. See [1,
Section 3] for detail explanations in the holomorphic setting.

The norm in Definition 1.1 yield explicit equivalent forms for the inner
product of b2α as

t[f, g]b2α = [Itsf, I
t
sg]L2

α
=

∫

B

Itsf(x) I
t
sg(x) dνα(x), (f, g ∈ b2α) (6.2)

with t satisfying (1.4) with p = 2. Also we use only the inner product [·, ·]b2α =

u[·, ·]b2α . If α > −1, it is standart to use u = 0.
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Given an α, pick an s satisfying (1.5) with p = 2, recall that Φ > −1,
let y ∈ B, and put

αgy(x) =
Rs(x, y)

‖Rs(·, y)‖b2α
(x ∈ B).

Since 2(n+s)−(n+α) > 0, by Lemma 2.13, αgy(x) ∼ (1−|y|2)(n+Φ)/2Rs(x, y).
Obviously ‖αgy‖b2α = 1 for all y ∈ B. Thus αgy is essentially a normalized

reproducing kernel; but although the kernel Rs(x, y) is that of b
2
s, the normal-

ization is done with respect to the norm of b2α, and is considered an element
of b2α. It is interesting that

Du
s (αgy)(x) =

RΦ(x, y)

‖RΦ(·, y)‖b2Φ
:= Φky(x), (6.3)

which defines Φky(x) ∈ b2Φ. More interesting is the fact that this family of
functions in b2α spaces is the link between the bounded Toeplitz operator

s,uTµ and the Berezin transforms of µ. Under the conditions (6.1), dκ takes
the form

dκ(y) = (1− |y|2)2udµ(y) = (1 − |y|2)Φ−αdµ(y),

and we have

[s,uTµf, f ]b2α =

∫

B

|Du
s f |

2dκ (f ∈ b2α) (6.4)

which can be seen by formally exchanging the order of integrations after
representing s,uTµf as an integral, differentiation under the integral sign,
and then applying the reproducing property. By (6.3) and (6.4), we obtain

[s,uTµ(αgy), αgy]b2α =

∫

B

|Du
s αgy|

2dκ =

∫

B

|Φky|
2dκ = µ̃Φ,α,2 (6.5)

for those µ for which the integral converges.
We need a few lemmas before we characterize the Toeplitz operators

with positive symbols that are in Schatten classes Sp = Sp(b
2
α) for 1 ≤ p < ∞.

Lemma 6.1. If T : b2α → b2α is in S1 or positive, then

tr(T ) = tr(Du
s TD

−u
Φ ) =

∫

B

[Du
s TD

−u
Φ RΦ(·, y), RΦ(·, y)]b2ΦdνΦ(y)

∼

∫

B

[Du
s TD

−u
Φ Φky,Φky]b2Φdν−n

=

∫

B

[Tαgy, αgy]b2αdν−n

where Du
sTD

−u
Φ is the operator on b2Φ.

Proof. Let {eq : q ∈ N
n} be an orthonormal basis for b2α with respect to the

inner product [·, ·]b2α . Put fq = Du
s eq. Then {fq : q ∈ N

n} is an orthonormal

basis for b2Φ with respect to the inner product [·, ·]b2Φ by Lemma 2.9. Then

tr(T ) =
∑

q

[Teq, eq]b2α =
∑

q

[Du
s Teq, D

u
s eq]b2Φ =

∑

q

[(Du
sTD

−u
Φ )fq, fq]b2Φ ,
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which proves the first equality. The second equality follows by modifying the
proof of Theorem 6.4 and Corollary 6.5 of [29] for the ball and for weighted
harmonic Bergman spaces. The inequality follows from Lemma 2.13. Finally
the last equality follows from (6.2) and (6.3). �

Lemma 6.2. We have

tr(s,uTµ) ∼

∫

B

µ̃Φ,α,2dν−n.

Proof. The proof follows from Lemma 6.1 and (6.5). �

Lemma 6.3. If 1 ≤ p < ∞ and φ ∈ Lp
−n then s,uTφ ∈ Sp.

Proof. Let {eq : q ∈ N
n} be any orthonormal basis for b2α. By Lemma 6.1, we

have

tr(s,uTφ) =
∑

q

[s,uTφeq, eq]b2α =
∑

q

[ΦTφfq, fq]b2Q = tr(ΦTφ),

where ΦTφ = QΦMφi is a classical Bergman space Toeplitz operator. So

s,uTφ ∈ Sp if and only if ΦTφ ∈ Sp. This is proved in exactly same way that
[29, Proposition 7.11] was proved. �

Note that by [14, Corollary 13.4] with u in place of t,

[s,uTφf, f ]b2α = [QsMφI
u
s f, f ]b2α =

VΦ

Vs
[MφI

u
s f, I

u
s f ]L2

α
(6.6)

=
V 2
Φ

VαVs

∫

B

φ|Du
s f |

2dνΦ (f ∈ b2α).

Lemma 6.4. For any δ > 0 there exists a constant Cδ with the following
property: If µ is a finite positive Borel measure such that s,uTµ̂α,δ

is bounded

on b2α, then s,uTµ is bounded on b2α and s,uTµ ≤ Cδ s,uTµ̂α,δ
.

Proof. Let f ∈ b2α. We compute using (6.6), (2.2), Fubini theorem, (2.4), (6.4)
, and obtain

[s,uTµ̂α,δ
f, f ]b2α =

V 2
Φ

VαVs

∫

B

µ(Eδ(x))

vα(Eδ(x))
|Du

s f(x)|
2dνΦ(x)

∼

∫

B

|Du
s f(x)|

2

(1 − |x|2)n−2u

∫

B

χEδ(x)(y)dµ(y)dν(x)

=

∫

B

∫

Eδ(y)

|Du
s f(x)|

2

(1 − |x|2)n−2u
dν(x)dµ(y)

∼

∫

B

1

(1 − |y|2)n+α

∫

Eδ(y)

(1 − |x|2)2u|Du
s f(x)|

2dνα(x)dµ(y)

≥ C

∫

B

|Du
s f(y)|

2dκ(y) = [s,uTµf, f ]b2α ,

which completes the proof of lemma. �
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Proof of Theorem 1.5. (i) implies (ii). s,uTµ ∈ Sp. Then (s,uTµ)
p is in S1 so

that tr((s,uTµ)
p) is finite. It follows from Lemma 6.1 that

‖s,uTµ‖
p
Sp

= tr((s,uTµ)
p) =

∫

B

[(s,uTµ)
p
αgy, αgy]b2αdν−n.

It follows from [29, Proposition 1.31] and (6.5)

‖s,uTµ‖
p
Sp

≥

∫

B

[s,uTµαgy, αgy]
p
b2α
dν−n =

∫

B

µ̃p
Φ,α,2dν−n.

Thus we have (ii).

(ii) implies (iii). Suppose µ̃Φ,α,2 ∈ Lp
−n. Fix δ = δ0 where δ0 is the

number provided by Lemma 2.12. By Lemma 2.3, (2.2), Lemma 2.12 and
Lemma 2.13, we have

µ̂α,δ(y) ∼
1

(1− |y|2)n+α

∫

Eδ(y)

dµ(x)

∼ (1− |y|2)Φ−α

∫

Eδ(y)

|RΦ(x, y)|
2

‖RΦ(x, y)‖b2Φ
dµ(x)

≤

∫

Eδ(y)

|RΦ(x, y)|
2

‖RΦ(x, y)‖b2Φ
(1− |x|2)Φ−αdµ(x) = µ̃Φ,α,2.

Thus we have (iii) for δ = δ0. That it holds for every 0 < δ < 1 is a conse-
quence of [5, Lemma 3.2].

(iii) implies (i). Suppose µ̂α,δ ∈ Lp
−n. Then s,uTµ̂α,δ

∈ Sp by Lemma

6.3. By positivity and [29, Theorem 1.27],
∑

q[s,uTµ̂α,δ
eq, eq]

p
b2α

< ∞ for any

orthonormal set {eq} in b2α. Then
∑

q[s,uTµeq, eq]
p
b2α

< ∞ too by Lemma 6.4.

We are done by applying [29, Theorem 1.27] again.

(iii) implies (iv). Lemma 2.7 with x = ak and α = −n, and Lemma 2.3
yield

(
µ̂α,δ(ak)

)p
.

∫

Eδ(ak)

(
µ̂α,δ

)p
dν−n.

Then

∞∑

k=1

(
µ̂α,δ

)p
.

∞∑

k=1

∫

Eδ(ak)

(
µ̂α,δ(ak)

)p
dν−n ≤ N

∫

B

(
µ̂α,δ

)p
dν−n

by Lemma 2.5 (iii).
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(iv) implies (iii). Repeated use of Lemmas 2.3, 2.5, equation (2.2), and
that Eδ/2(x) ⊂ Eδ(ak) for x ∈ Eδ/2(ak) yield

∫

B

(
µ̂α,δ/2

)p
dν−n .

∞∑

k=1

∫

Eδ/2(ak)

µ(Eδ/2(x))
p

(1 − |x|2)n+p(n+α)
dν(x)

.

∞∑

k=1

1

(1− |ak|2)n+p(n+α)

∫

Eδ(ak)

µ(Eδ(ak))
pdν(x)

∼

∞∑

k=1

(1− |ak|
2)n

(1− |ak|2)n+p(n+α)
µ(Eδ(ak))

p

∼

∞∑

k=1

µ(Eδ(ak))
p

vα(Eδ(ak))p
=

∞∑

k=1

(
µ̂α,δ(ak)

)p
.

Thus, we have µ̂α,δ/2 ∈ Lp
−n. Now, by Lemma 3.1, we have µ̂α,δ ∈ Lp

−n. The
proof is complete. �
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[10] Ö. F. Doğan and A. E. Üreyen, Weighted harmonic Bloch spaces on the ball.
Complex Anal. Oper. Theory, 12(5) (2018), 1143–1177.

[11] A. E. Djrbashian and F. A. Shamoian, Topics in the theory of Ap

α spaces,
Teubner Texts in Mathematics, 105, BSB B. G. Teubner Verlagsgesellschaft,
Leipzig, 1988.

[12] C. Fefferman and E. M. Stein, Hp spaces of several variables. Acta Math., 129
(1972), 137–193.
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[27] S. Pérez-Esteva, Duality on vector-valued weighted harmonic Bergman spaces,
Studia Math., 118 (1996), 37–47.

[28] K. Stroethoff, Harmonic Bergman spaces, in Holomorphic Spaces, Mathemat-
ical Sciences Research Institute Publications, Vol. 33 (Cambridge University,
Cambridge, 1998), pp. 51–63.

[29] K. Zhu, Operator Theory in Function Spaces, Second Edition, Math. Surveys
and Monographs, Vol. 138, American Mathematical Society, Providence, Rhode
Island, 2007.

[30] A. Zygmund, Trigonometric series. Vol. I, II, 3rd ed., Cambridge Mathemat-
ical Library, Cambridge University Press, (Cambridge, 2002).
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